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Abstract: The non-uniformity effect of the inter-foil distance has been studied using a gaseous electron multiplica-

tion (GEM) detector with sensitive area of 50mm×50mm. A gradient of the inter-foil distance is introduced by using

spacers with different heights at the two ends of the foil gap. While the cluster size and the intrinsic spatial resolution

show insignificant dependence on the inter-foil distance, the gain exhibits an approximately linear dependence on the

inter-foil distance. From the slope, a quantitative relationship between the change of the inter-foil distance and the

change of the gain is derived, which can be used as a method to evaluate the non-uniformity of the foil gap in the

application of large-area GEM detectors.
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1 Introduction

Since their advent in 1997 [1], the gaseous electron
multiplication (GEM) detectors have been widely used
in nuclear and particle experiments around the world for
their high event rate capability and high spatial resolu-
tion [2–9]. Larger area planar GEM detectors have also
recently installed or proposed in some experiments [10–
17] to measure charged particle tracks. For the applica-
tion of larger-area GEM detectors, many factors, such as
gas mixture [18] and induction gap thickness [19], may
have significant influence on the detector performance.
In addition, two more factors have to be considered with
care. One is the uniformity of the inter-foil distance. Due
to force inhomogeneity in the extension of the foil, or the
mutual electromagnetic force experienced by neighboring
foils during operation, the surface of the foil may distort
slightly and cause some non-uniformity in the inter-foil
distance, which in turn affects the performance of the de-
tector. Since the foil gap is usually smaller than the drift
length of the initially-produced electrons, the inhomo-

geneity of the foil gap thickness may significantly affect
the GEM detector performance and has to be studied in
detail. Some fine spacers have been invented to keep a
uniform inter-foil distance to stabilize the performance
of large GEM detectors. The other factor is the strip
width and inter-strip distance. A larger width and inter-
strip distance helps to reduce the number of channels
and effectively lower the cost, but may reduce the posi-
tion resolution. In applications with low hit multiplicity,
the delay line method has been applied to measure the
hit position with rather high resolution [20].

In this paper, we invent a new method to study the
non-uniformity effect of the inter-foil distance using a
small area GEM detector, and the influence of the inter
strip distance on spatial resolution is also investigated by
comparing the detector performance with different strip
dimensions. The paper is arranged as follows. In Section
2 the experimental setup and the method for the non-
uniformity studies is introduced. Section 3 presents the
performance of the GEM detector, the non-uniformity
effects of the inter-foil gap thickness and the spatial re-
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solution with different readout strips. A summary is
given in Section 4.

2 Experimental setup

A planar GEM detector prototype with two GEM
foils made at CERN was assembled for the test. The
sensitive area of the GEM foil was 50×50mm2. Both the
drift length above the upper GEM foil and the induction
gap below the lower GEM foil were 3 mm. The initial
inter-GEM distance was 2.2 mm. The working gas in this
test was a mixture of argon and CO2 in 85% and 15%
mass proportion, respectively, unless otherwise specified.
To get collimated incident X-rays, an aluminum slit with
adjustable width from about 0 to 2000 µm was installed
approximately 4 mm above the Mylar window of the
GEM detector. The thickness of the slit was 5 mm. The
slit was fixed on a platform which was precisely movable
in one of the horizontal directions, along which the gra-
dient of the inter-foil gap thickness could be introduced
in the test. This direction is defined as x throughout
text. An Fe-55 source with approximately 5×104 Bq ac-
tivity was used in the experiment. A schematic view of
the experimental test in the direction perpendicular to
the readout strips is depicted in Fig. 1(a).

Fig. 1. (color online) (a) Schematic view of the ex-
perimental setup and (b) the pattern of the read-
out strips. The slit was mounted on a precisely
movable platform moving along the x axis. The
spacers between the GEM foils could be finely
adjusted to introduce non-uniform gap thickness
along the x axis. The strip-to-strip distance of
x(y) strips was 446 (625) µm. The strip width
was 125 (345) µm for x(y) strips. The radius of
the holes was 150 µm. For clearer display, the
components are not shown to scale.

The two dimensional strip readout pattern is pre-
sented in Fig. 1 (b). The sensitive readout range is 50
mm in both x and y directions. Here we define the strips
which are in parallel with the y axis as x strips since they
deliver the hit position along the x direction using the
centroid method, while the y strips are in parallel with
the x axis and can give the hit position along the y direc-
tion, as depicted in Fig. 1 (b). By this definition, there

are 7×16 x strips and 5×16 y strips within the sensitive
area. The inter-strip distances are 446 and 625 µm for x
and y strips, respectively. The induced signals are read
out by a CASAGEM board based on ASIC technology.
Each board has one ASIC chip which can handle 16 sig-
nal channels. The chip provides the amplification and
the shaping of the input signal [21]. The performance of
the ASIC chip is summarized in Table 1. The response of
the CASAGEM amplifier and the analog-digit converter
(ADC) is calibrated using a precise pulse generator.

Table 1. The specifications of the CASAGEM board.

parameter value

gain 2−40mV/fC

dynamic range 0−1000 fC

shaping time 20−80 ns

INL < 1%

POWER < 11 mW/ch

ENC < 3000e

3 Results and discussion

3.1 Energy and spatial resolution of the GEM

detector

We first check the general performance of the detec-
tor, i.e., the energy resolution and spatial resolution of
the detector before introducing the extra spacer to vary
the inter-foil distance. Figure 2 (a) and (b) presents the
energy spectrum detected on the x and y strips, respec-
tively. It is shown that the position of the full energy
peak of the Fe-55 source differs in the x and y directions,
given that the electronics have been calibrated. This
difference is attributed to the structure of the readout
board. In the current design, the gold-coated sensitive
area is different for x and y strips. It turns out that
the ratio of the signal height is approximately propor-
tional to the gold-coated area that collects the induction

Fig. 2. (color online) Energy spectra recorded with
(a) x, (b) y strips and (c) the sum over x and y

directions.

046001-2



Chinese Physics C Vol. 40, No. 4 (2016) 046001

charge. The solid curves in the three panels represent
the Gaussian fit to the main peak. The relative energy
resolution of Ex is 22% , slightly better than Ey due to
the larger amplitude. It is believed that the size of the
holes on the y strips may reduce the charge collected and
hence the energy resolution. The total energy spectrum
Etot, as plotted in panel (c), has an energy resolution of
22%. The resolution of the total energy signal Etot is
slightly better than Ex and Ey because the total signal
collects more charge than either Ex or Ey.

The spatial resolution can be obtained from the po-
sition distribution since the incident X-ray is well colli-
mated by the slit. The position of x (or y) for each event
is calculated from the centroid of the fired strips. Since
the strip width is of the order of hundreds of microme-
ters, more than one (usually) neighboring strips will be
fired in each event for a single incident particle, and the
signals on adjacent strips are correlated. The broaden-
ing of position distribution along the normal direction of
the slit includes the contributions from the intrinsic spa-
tial resolution as well as from the finite width effect of
the slit. The spatial resolution analysis is based on the
events that fill in the full energy peak cut, as depicted in
Fig. 3 (a). Figure 3 (b) is the raw two dimensional po-
sition distribution. The two dimensional distribution is
then rotated upright and projected onto the normal axis
of the slit, as shown in panels (b) and (c) respectively.
A Gaussian fit is adopted to extract the total variance
of the position distribution, as depicted in panel (d).
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Fig. 3. (color online) (a) The correlation scattering
plot of x and y directions; the imaging of the slit
(b) before and (c) after rotating to the upright
orientation; and (d) the projection of the position
distribution along the slit.

In order to subtract the contribution from the finite
slit width and obtain the intrinsic spatial resolution of
the detector, a practical method was invented in our pre-
vious work and is used here [22]. It has been found that
the event rate n is proportional to the square of the slit

width w2, reflecting the broadening of the position dis-
tribution due to the finite slit width, i.e., n ∝ w2 ∝ σ2

w.
Hence, the total variance of the position distribution is
expressed by σ2

tot = σ2
gem +cn, where σgem is the intrinsic

spatial resolution of the GEM detector and c is a con-
stant depending on the setup geometry. Figure 4 shows
the values of σ2

tot as a function of the counting rate of the
full energy peak under different experimental geometric
conditions. In panel (a), the slit is placed above the
GEM detector and at an angle of about 45◦ with respect
to the x strips. In panel (b), the slit is parallel to the y
strips. Through the intercept of the linear fitting to each
data set, one can derive the intrinsic spatial resolution
of the GEM detector under the corresponding geometric
condition. Table 2 summarizes the intrinsic spatial res-
olution results with the experimental uncertainty (1σ).
The inter-strip distance d normalized to

√
12 (assuming

a uniform distribution of the incident position within the
gap of two neighboring strips) is also presented. For the
results in row (a) corresponding to the measurement in
panel (a) in Fig 4, the inter-strip distances in both x and
y directions have to be taken into account by

d =
√

(

k2d2
x +d2

y

)

/(1+k2), (1)

where k is the slope parameter of the slit with respect
to the x axis. It is then clear that k measures the an-
gle between the slit and the x strip. For instance, with
k = 0, the slit is parallel with the y strips and the reso-
lution is determined by the distance between two neigh-
boring y strips. The last row of the table is the result
obtained with a single dimensional readout strip, where
the intrinsic spatial resolution is comparable to the inter-
strip distance divided by

√
12 on the readout board. The

factor
√

12 is introduced assuming the incident position
follows a uniform distribution in the gap between two
stripes. In the present two dimensional measurement,
the intrinsic resolution deviates slightly from the predic-
tion of d/

√
12. It indicates that the current design of the

two dimensional readout strip may deteriorate position
resolution, possibly because the coverage of the conduc-
tive induction surface in both directions is low and part
of the y strips are buried under PCB materials, as shown
in Fig. 1(b).

Table 2. The position resolution at different strip
conditions.

strip width /µm σexp/µm d/
√

12/µm

dx(dy) =446(625) 204±13 160

dx =446 159±22 129

dx =200 56±15 [22] 58
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Fig. 4. (color online) The total variance of the po-
sition distribution in two configurations: (a) the
slit is at about 45◦ to the x strips and (b) the slit
is parallel to the x strips.

3.2 Non-uniformity effect of the inter-foil dis-

tance

In order to investigate the non-uniformity effect of
the inter-foil distance, two extra spacers were used at two
ends between the GEM frames to form a wedge-shaped
inter-foil space along the x direction. Thus, the inter-foil
distance increases with x position, while along the y di-
rection the inter-foil distance keeps constant at a given
x. Figure 5 shows a schematic view of the non-uniform
inter foil gap. Two configurations were tested using two
types of extra spacers with different heights. The central
distance l0 and the height of the spacers at both ends of
the x direction, l1 and l2, are listed in Table 3.

Fig. 5. (color online) Schematic view of the tilting
of the GEM foil. For clarity only the upper foil
is tilted by a finite angle θ; the length quantities
are shown in the figure.

Table 3. The experimental parameters in the inter-
foil distance inhomogeneity test.

l0/mm l1/mm l2/mm dl/dx

C1 2.9 2.3 3.5 0.020

C2 2.3 1.2 3.4 0.036

Figure 6 presents the full energy peak position
(FEPP) of the Fe-55 source as a function of the x position
with configuration C2 at given settings of the gas mixture
and working voltages as indicated in the figure. The volt-
age varies from 1710 to 1990 V while the argon concen-
tration varies from 75% to 90%. For reference, the FEPP

measured before introducing the wedge-shaped foil gap
is also plotted. It is shown that the channel position of
the full energy peak, which reflects the relative gain of
the detector, keeps nearly constant along the x direction
when there is no non-uniformity in the gap thickness, as
well as along the y direction, for which the gap is not
changed. When the inter foil distance is changed, how-
ever, the FEPP exhibits an evident systematic trend.
With increasing gap thickness along the x direction, the
FEPP decreases constantly in the sensitive area. The
slope of the FEPP distribution is nearly identical for all
the gas mixtures and working voltages.

Fig. 6. (color online) Channel position of the Fe-
55 source full energy peak as a function of inci-
dent position. The dashed curves connecting the
symbols denote the results without introducing
the non-uniformity of the gap thickness, while the
solid curves are the results with configuration C2

at various gas mixtures and working voltages.

Figure 7 (a) presents the full energy peak position
(FEPP) at different incident positions with the two ge-
ometric configurations C1 and C2. The FEPP decreases
with increasing the inter-foil distance and exhibits a dif-
ference between the two configurations. In the first
setup, C1, the decreasing rate of the gain represented
by FEPP as a function of distance is smaller because
the inter-foil distance changes less rapidly. If we check
the relative gain (FEPP normalized to the value at the
center) as a function of the relative change of the inter-
foil distance l/l0, as plotted in panel (b), it is interesting
to notice that the data points in the two setups merge
approximately to the same line with an identical slope,
which implies that the gain is indeed sensitive to the rel-
ative change of the foil gap thickness, but not to how
fast the change of foil gap is formed in the application of
large GEM detectors. From the slope value, it is shown
that if the gap thickness changes by 1%, the gain changes
approximately by (1.00±0.09)%. This correspondence,
robust against the change of the gas mixtures, the work-
ing voltage and the angle of the wedge shape foil gap,
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establishes a quantitative relation between the unifor-
mity of the inter-foil distance and the variation of the
average gain of the detector, and offers a new method to
evaluate the foil distortion and the uniformity of the foil
gap in real application of larger area GEM detectors.
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Fig. 7. (color online)The gain, represented by the
channel of the full energy peak, (a) as a function
of the incident position of the Fe-55 X-rays and
(b) as a function of the gap thickness normalized
to the thickness at the central point.

Figure 8 presents the distributions of multiplicity of
the fired strips (a) and cluster size (b) at different inci-
dent positions. The cluster size is defined as the standard
deviation of the signal height distribution in each indi-
vidual event by

E =

∑

ai (xi− x̄)2
∑

ai

, (2)

Fig. 8. (color online) (a) The multiplicity of the
fired strips and (b) the root mean square (RMS)
of the signals on neighboring strips in individual
events.

where xi and ai are the position and the signal height,
respectively, on the ith strip. The sum is over the strips
fired in the same event and x̄ denotes the position de-
rived from the centroid of the fired strips. From the
multiplicity distribution, it is shown that the number of

fired strips exhibits insignificant difference with changing
inter-foil distance. Given the fact that the signal am-
plitude changes along the incident position due to the
foil gap variation, but since the change is very small in
the extension of the fired area in each single event, the
variance of the signal distribution, the cluster size, is ap-
proximately constant. This implies that a slight inhomo-
geneity of the GEM foil gap will not cause a significant
change in the position resolution.

To confirm the above assumption, Fig. 9 presents the
total variance of the position resolution as a function of
the event rate measured at two positions, x = 0 and 3
cm to the center of the detector in the C2 configuration,
with the GEM foil gap being l = 1.2 and 2.5 mm, respec-
tively. By fitting the data points with a linear function,
it is derived that the intrinsic position resolution at these
two positions are σ1 = 154±27 and σ2 = 167±18 µm re-
spectively. Within the uncertainty, the spatial resolution
is the same at these two inter-foil distances.

Fig. 9. (color online) The total variance of the po-
sition distributions measured at two incident po-
sitions in the C2 configuration.

4 Summary

In summary, we describe a new method to investigate
the non-uniformity effect of the inter-foil distance on the
gain and spatial resolution of GEM detectors. Using a
GEM detector prototype with a small sensitive area, for
which the distortion of the GEM foil is negligible dur-
ing assembly, we introduce a constant gradient to the
gap thickness by placing different spacers on the ends
between the two GEM foils. By measuring the perfor-
mance at different incident positions, it is found that
the gain exhibits an approximate linear dependence on
the slight change of inter-foil distance, while the spatial
resolution shows insignificant variation over the inter-foil
distance. It is found in our setup that 1% variation of the
inter-foil distance causes approximately (1.00± 0.09)%
variation of the gain parameter or the channel position of
the full energy peak. This correspondence may provide
a reference in the evaluation of foil inhomogeneity in real
applications of large-area GEM detector. In addition, by
measuring the spatial resolution with different configura-
tions of the readout strips, it is found that the intrinsic
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resolution is comparable to the inter-strip distance of
the inducing readout board while a slight deterioration
is visible because of the reduction of the inductive sur-
face of the readout strips. This provides a reference for
the readout design of large-area GEM detectors.
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