
Chinese Physics C Vol. 41, No. 4 (2017) 048201

Fast and accurate generation method of PSF-based system matrix for

PET reconstruction *

Xiao-Li Sun(��w)1,2,3 Shuang-Quan Liu(4V�)1,2 Ming-Kai Yun(W�²p)1,2

Dao-Wu Li(o�É)1,2 Juan Gao(pï)1,2 Mo-Han Li(o%º)1,2,3 Pei Chai(��)1,2

Hao-Hui Tang(/Ó�)1,2 Zhi-Ming Zhang(Ù�²) 1,2 Long Wei(�9)1,2;1)

1 Institute of High Energy Physics, Chinese Academy of Sciences, Beijing 100049, China
2 Beijing Engineering Research Center of Radiographic Techniques and Equipment, Beijing 10049, China

3 University of Chinese Academy of Sciences, Beijing 100049, China

Abstract: This work investigates the positional single photon incidence response (P-SPIR) to provide an accurate

point spread function (PSF)-contained system matrix and its incorporation within the image reconstruction frame-

work. Based on the Geant4 Application for Emission Tomography (GATE) simulation, P-SPIR theory takes both

incidence angle and incidence position of the gamma photon into account during crystal subdivision, instead of only

taking the former into account, as in single photon incidence response (SPIR). The response distribution obtained

in this fashion was validated using Monte Carlo simulations. In addition, two-block penetration and normalization

of the response probability are introduced to improve the accuracy of the PSF. With the incorporation of the PSF,

the homogenization model is then analyzed to calculate the spread distribution of each line-of-response (LOR). A

primate PET scanner, Eplus-260, developed by the Institute of High Energy Physics, Chinese Academy of Sciences

(IHEP), was employed to evaluate the proposed method. The reconstructed images indicate that the P-SPIR method

can effectively mitigate the depth-of-interaction (DOI) effect, especially at the peripheral area of field-of-view (FOV).

Furthermore, the method can be applied to PET scanners with any other structures and list-mode data format with

high flexibility and efficiency.
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1 Introduction

Point spread function (PSF) has been proved effective
for restoration of the tomographic image and widely used
in positron emission tomography (PET) reconstruction
[1]. Studies indicate that it improves the spatial res-
olution of PET systems [2–5] and mitigates the depth
of interaction (DOI) effect [6–8] especially at the pe-
ripheral area of field-of-view (FOV). PSF describes the
detector response distribution. Traditionally, PSF can
be obtained through experimental measurements [9, 10],
Monte Carlo-based simulations [11, 12], and analytical
derivations [13–15]. However, the precise orientation of
point sources in the experiment, the high costs of com-
puting resources in the simulation, and the accuracy and
rationality of the analytical methods are bottlenecks for
traditional methods. Considering the properties of co-
incidences and lines of response (LOR) in PET, single
photon incidence response theory (SPIR) was proposed

by Fan et al in 2015 [16]. Nevertheless, this method still

needs to be improved.

In this work, the positional single photon incidence

response (P-SPIR), derived from SPIR, is proposed to

obtain more accurate PSF for PET reconstruction. Ad-

ditionally, the penetration effect occurring in two neigh-
boring blocks is taken into consideration and a homog-
enization model is provided to generate the system ma-
trix based on the response of single photons simulated
on GATE [17]. With a PSF-based system matrix, fur-
ther analysis is carried out on reconstruction images.
For PET systems, emission data acquired from the PET
scanner can be structured into distributed sinogram for-
mat and list-mode format. With improved contrast to
noise performance, iterative reconstruction methods are
widely used in clinical practice over analytical recon-
struction methods. Based on OSEM (ordered subset ex-
pectation maximization) reconstruction with sinograms
[18], full-width at half-maximum (FWHM) was analysed
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with reconstruction images of point sources, PET resolu-
tion was measured with a Derenzo phantom and image-
quality assessment was carried out using NEMA NU 4-
2008 standards [19] for a small-animal PET scanner in
the Eplus-260 PET system. Results show that P-SPIR
improves the image spatial resolution and image quality
with lower computing costs and higher generation speed.
Furthermore, this method can also be applied to recon-
struction with list-mode data [20].

2 Method

Derived on the single photon incidence model, this
work proposes a position-based method which is more
thorough and meticulous than SPIR. Furthermore, com-
pared with traditional methods, it is more convenient, ef-
fective and speedy in system matrix generation for PET
reconstruction.

2.1 Positional SPIR model

SPIR theory takes a starting point that simulated re-
sponse distributions can be applied in other PET systems
when the crystal size is the same. This theory separates
the simulation work from the concrete structure of the
detector. However, in fact, the SPIR model, which takes
only the incidence angle into account, cannot precisely
describe the response distribution. Throughout the sim-
ulation, the P-SPIR model takes both incidence angle
and incidence position into consideration. Furthermore,
P-SPIR theory solves the problem of the gap influence
when the penetration effect occurs in two neighboring
blocks based on an analytical calculation. This effect
has been proved to significantly and consistently reduce
the computing cost under the circumstance of a good sys-
tem matrix being generated and the image quality being
improved.

2.1.1 Response model

The penetration effect is found to determine the re-
sponse distribution, in addition to the incidence position,
where the gamma photon is injected into the crystal ar-
ray. In a previous paper, the point used to determine the
response distribution after the incidence always lies along
the angle of incidence. As in the SPIR model, the angle
of incidence is simulated from 0 to 60◦ in 5◦ intervals, as
shown in Fig. 1. However, there will be significant differ-
ences when considering the incidence position, as shown
in Fig. 2. The P-SPIR response model divides each dis-
crete crystal bar into x equal parts. In Fig. 2, the 7th
crystal bar is divided into eight equal segments (x=8).
Details are analysed with the same angle of incidence but
different incidence positions in the same crystal bar, as
shown in Fig. 3. On the GATE simulation platform, the
incidence direction is controlled with a biased source. It
is set that the number of source particles is M, and the
count number of the ith crystal bar is Mi (i=0, 1, 2...15).
So the response probability [21] of crystal i is

ρi =
Mi

M
×100% . (1)

Fig. 1. (color online) Response model of SPIR. The
midpoint of crystals is the incident position. Star
markers indicate energy deposition.

Fig. 2. (color online) Response model of P-SPIR. The red outlines represent the crystal in the red circle on the
left-hand side of the diagram. The crystal of interest (the 7th) can be divided into n subdivisions with a certain
incidence angle α. n is equal to 8 on the right, with α =0’,1’,2’,3’,4’,5’,6’,7’.
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Fig. 3. (color online) Response distribution of different incidence positions with the same incidence angle at 30◦.
(a) to (h) show the results for different incident positions at 0’,1’,2’,3’,4’,5’,6’,7’, as described in Fig. 2.

When α in Fig. 2 is equal to 30◦, the distributions
in Fig. 3(a) to (h) show the response distribution of the
0th to 7th incidence position of the 7th crystal at 30◦.
Based on an overview of the data in Fig. 3, the peak
position and peak value differ with the change of inci-
dence position in a single crystal bar. Firstly, the peak
position changes. For curve p0, the maximum is at the
7th crystal, whereas the others achieve their maximum
at the 8th crystal. Secondly, p1, p2, and p7 share the
same peak position but have significantly different dis-
tributions. The accuracy of the distribution is found to
be of great importance in the calculation of the system
matrix.

2.1.2 Process of gap influence

On the edge of the block, the penetration effect may
occur between two neighboring blocks, as shown in Fig.
4. In the SPIR model, the particularity of the gap is
almost ignored. After further study with GATE-based
simulation, γ photons detected at the next block can

occupy a large proportion at relatively large incidence
angles, as shown in Fig. 5. It is assumed that the
order number of one block is from 0 to 15, and 16 to
31 refers to the next block. Thus, the 15th crystal and
the 16th crystal are close to each other but divided by the

Fig. 4. (color online) The gap between two blocks
is shown in the red circle. When a photon is in-
cident on block0 at a certain angle and position,
energy deposition can happen in the neighbour-
ing block1. The photon can then be detected as
a signal produced in block1.

Fig. 5. Distribution of two neighboring blocks with different incidence angles (30◦, 32◦, 34◦, 44◦, 52◦ and 60◦) on
the 7th position of the 15th crystal.
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gap. The curves indicates different incidence angles at
the same incidence position of the 7th position of the
15th crystal. The distributions illustrate that the neigh-
boring block with crystals from 16 to 31 dominates over
the injected block with crystals from 0 to 15 with the
penetration effect. As a result, the penetration effect be-
tween neighboring blocks should be carefully considered.

When the gap between two neighboring blocks is
taken into account, P-SPIR theory will become invalid
for separating the concrete detector structure, which re-
duces the superiority and the novelty of the simulation.
Thus, the gap relationship indicated by a circle in Fig. 4
is solved with an analytical calculation method provided
in Fig. 6.

The formula for the equivalent incidence angle into
the next block β is

β = α−

2π

R
, (2)

where R is the block number in one ring, and α is the
original incidence angle.

The formula for the equivalent incidence position in
the next block AP1 is

AP 1=σ+
sin(π/2−α)

sin(π/2+β)
(σ+ν), (3)

p =
AP 1

λ
, (4)

where λ is the transaxial width of the crystal, σ is the
length of the gap size (i.e., AB and BC in Fig. 6), and
ν is the distance from the incidence position to the edge
(i.e., CP0). p is the suppositional incidence position in
block1.

Fig. 6. (color online) Approximate calculation
model for the gap. AB and BC indicate the gap
between two neighboring blocks. BD is the ex-
tension line of AB. The nth and n−1th crystals
between two blocks are virtual crystal bars (con-
sistent with actual crystal bars) on the extended
line of the crystal array of block1 to calculate the
incidence position p on block1.

When the incidence angle β and the incidence posi-
tion p are obtained, the distribution response of block1
can be calculated with the response model described in
2.1.1.

2.1.3 Normalization

In the simulation, the source activity and simulation
time (corresponding to the acquisition time in the ex-
periment) set in the GATE files are fixed, despite having
different incidence directions and positions. However, as
the counting rate is affected by specific physical factors,
the counting rate becomes significantly different. Thus,
the response distributions should be corrected with their
respective detection efficiency. For example, if the source
activity is A, the simulation time is t, and the number of
effective singles detected (in total) is M, the formula for
the counting rate η is

η=
M

At
×100% . (5)

The response probability of one crystal bar for a given
incidence angle and position in the overall PET system
is given by

ρnorm = ηρorig , (6)

where ρorig is the response probability calculated in Eq.
(1).

2.2 Probability calculation

In the PET system, a line-of-response (LOR) consists
of two gamma photons A and B with the same energy
but opposite directions generated at the same time by
an annihilation reaction. The LOR’s proportion in the
overall system is

ρLOR = ρA normρB norm . (7)

where ρA norm and ρB norm are the proportions of the two
gamma photons.

2.3 System matrix generation

With response distributions derived from the P-SPIR
model, a homogenization model is provided to generate
the system matrix voxel-by-voxel.

The system matrix is developed with LOR distribu-
tions of voxels according to the dimensions of the recon-
struction image. The homogenization theory hypothe-
sizes that an ideal point source emits isotropic gamma
photons with equal probability throughout the space.
The ideal point source is placed (with its geometric vol-
ume ignored) in the center of the voxels, as shown in Fig.
7. The proportions of emitted LOR1, LOR2, LOR3, and
LOR4 are the same. The angle between LORi and the
horizontal axis is

θi =
π

k
i,(i = 0,1,2, ...,k−1) . (8)

048201-4



Chinese Physics C Vol. 41, No. 4 (2017) 048201

where k is the number of the LORs in the model. When
k is sufficiently large, the LORs can be considered ho-
mogeneous. With the increase of k, computing cost in-
creases. However, the result approaches a steady state
at a certain value.

Fig. 7. (color online) Homogenization model.
“Point source” represents the emission location.
The dotted line is the reference axis and is set as
0 degrees. All LORs are considered in the equal
probability emission. α and β are the incidence
angles of the two particular single photons form-
ing the LOR.

Fig. 8. (color online) The spread of LORs. The
solid blue line is a LOR physically emitted from
point O. The red dotted lines represent extensions
detected in block0, similarly for the green dotted
lines in block1.

Specifically, one homogeneous emission LOR above
will be detected as several LORs account for the pene-
tration effect, as shown in Fig. 8. For the LOR emitted
in the homogeneous model, the incidence crystal number
is f in block0 and n’ in block1. The PSF describes the
distribution incorporated with LORs formed by crystals
b to f in block0 and o’ to f ’. Therefore, the detected

LORs can be the combination of b to f and o’ to f ’. Ul-
timately, the proportion of one LOR combined with the
ith and j th crystal is

ρLOR =

k−1∑

0

ρiρj . (9)

2.4 Comparison of P-SPIR and simulation

method

Voxel-by-voxel simulation is a traditional method to
generate a system matrix [22, 23]. It requires a very long
computing time, about a few months with a single-core
computer, to meet data needs, and depends on the PET
structure. The computing cost can be large, even though
symmetry is taken into consideration, as shown by previ-
ous studies. However, the computing time of P-SPIR can
be much less than 1 s with a single-core computer. Fur-
thermore, it is much more meaningful than time saved
that the system matrix can be achieved with the detector
settings based on P-SPIR when the crystal model is the
same. Consequently, P-SPIR has significant advantages
when performing system matrix generation.

3 Results

Measurements have been carried out with the Eplus-
260 Primate PET scanner designed by the Institute
of High Energy Physics, Chinese Academy of Sciences
(IHEP). This system is suitable for functional imaging
of the heads of primates or the entire bodies of rodents.
The scanner has good spatial resolution and detection
efficiency. It contains high-performance LYSO crystals
and position-sensitive photomultiplier tubes. The scan-
ner has two rings, each containing 24 detector modules.
Each module contains an array of 16 × 16 crystals with
dimensions of 2 mm × 2 mm × 10 mm. The system has
768 crystals in total, and 32 rings with a pitch of 2 mm.
Its FOV is a cylinder of dimensions 190 mm transaxi-
ally and 64 mm axially. For the Eplus-260 Primate PET
scanner, the image space and the LOR histogram con-
figuration are listed in Table 1.

Table 1. Image volume and LOR histogram parameters.

settings value

number of angles 192

bins per angle 199

image voxels 380@380@63

voxel size/mm3 0.5@0.5@1.0

For the Eplus-260 Primate PET, the voxels in a quar-
ter of the FOV are used as the basic matrix. The dis-
tribution of LORs is calculated as in Eq. (9). The dis-
tribution of voxels in other regions can be obtained by
symmetry. So the system matrix that needs to be stored
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has a dimension of 190×190×192×10, and the storage
requirement is 554.496 Mb.

Both simulation data and experimental data are
reconstructed based on OSEM. FWHMs of simulated
points, the reconstruction image of Derenzo phantom
and image-quality phantom are analyzed.

3.1 FWHM of point sources

Point sources at the radial positions of 5, 10, 15, 25,
50 and 75 mm, as per the National Electrical Manufac-
tures Association (NEMA) guidelines, were simulated on
the GATE platform. The source activity was as low as
possible to ensure true coincidences at 2 × 106 Bq, and
the total count number was about 3 × 106 counts. To
improve simulation efficiency, back-to-back source type
was used. The FWHW of the reconstruction image was

analyzed, as shown in Fig. 9. On one hand, the recon-
struction image of the point source close to the edge is
significantly expanded without PSF. On the other hand,
the FWHM of the point with PSF is much improved,
particularly at the positions of 50 mm and 75 mm off-
center, which means that the DOI effect is significantly
mitigated in the edge regions.

3.2 Derenzo phantom

The Derenzo phantom [24, 25] was measured on the
Eplus-260 Primate PET system. 18F was used with a to-
tal activity of 0.8 mCi. The acquisition time was 20 min-
utes. The image reconstruction using OSEM, OSEM-
PSF with voxel-by-voxel Monte Carlo-based simulation,
and OSEM-PSF with P-SPIR, is shown in Fig. 10. This

Fig. 9. (color online) Reconstruction images of point sources. On the left are the reconstructed images of points
radially off-center by 5, 10, 15, 25, 50, and 75 mm with 2DOSEM and 2DOSEM-PSF. On the right are the FWHMs
of the points at different positions.
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Fig. 10. (color online) Reconstruction images of the Derenzo phantom. (a) shows the phantom model used in the
experiments, (b) is the reconstructed image with traditional OSEM, (c) is with PSF derived from P-SPIR and (d)
is with PSF derived from voxel-by-voxel simulation based on Monte Carlo. (e) are profiles of (b), (c) and (d) along
the direction of the red line in (a).
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figure shows the 28th slice reconstructed with 4 iterations
and 24 subsets; it clearly indicates that the reconstruc-
tion method with PSF is able to distinguish the point
sources in the 1.35 mm-field, as compared to the non-
PSF method. Furthermore, the profiles reveal that the
curve peaks with PSF are better defined as three points
along the red line than the OSEM without PSF. The re-
sult derived from the method with P-SPIR is consistent
with the Monte Carlo simulation method.

3.3 Image quality

The phantom used in the experiment to analyse im-
age quality is according to NEMA NU 4-2008 guidelines.
18F was used, with a total activity of 100 µCi. The phan-
tom was placed on the animal bed to make the axis of
its main cylindrical compartment aligned with the axis
of the tomograph FOV. The data acquisition time was
10 min.

%STD (percentage standard deviation), RC (recov-
ery coefficient)and SOR (spill-over ratio) are examined
to analyze the image quality. Figure 11 shows the same
transverse slice of a NEMA NU 4-2008 image-quality
phantom reconstruction image with PSF and without
PSF. The iterative condition in the reconstruction was
the same with 4 iterations and 24 subsets. The percent-
age SD obtained in the uniform region with OSEM and
PSF-OSEM based on P-SPIR, with all the corrections
applied, was 5.34% and 3.85% respectively. The SORs
measured in the air- and water- filled chambers of the
NEMA phantom after all the corrections applied were
3.79% and 5.66% with OSEM, respectively, while with
PSF-OSEM the SORs were 3.39% and 4.51%. RCs mea-
sured for the five different rod diameters with 1, 2, 3, 4,
5mm are shown in Fig. 11.

Fig. 11. (color online) RCs of different rods recon-
structed based on OSEM2D with PSF and with-
out PSF.

3.4 Computational performance analysis

Reconstruction with PSF can have a long running
time. The parallel computing power of the GPU [26],
with multiple processor cores which can handle threads
in parallel, is utilized to reduce the reconstruction time.
Because of the relatively small size of the system matrix,
the matrix can be loaded directly into memory of a GPU.
On-the-fly forward and backward projectors are imple-
mented with specific GPU kernels in a ‘voxel-driven’
manner to suit the format of system matrix voxel-by-
voxel. With the parallel computing of the GPU, voxels
are in parallel processing as parallel threads rather than
serial processing, which greatly reduces run time. Ad-
ditionally, to solve the problem of memory access con-
flict in the forward projector, atomic operations are ap-
plied. A comparison of the methods with or without
GPU (NVIDIA GeForce GTX 660) is presented in Table
2. The computing time with GPU is less than 10 percent
of the time taken with CPU (Intel core i5-2400), which
makes it suitable for clinical applications.

Table 2. Comparison of the PSF methods with
CPU and GPU for (380 × 380 × 63) with one
iteration under the same conditions.

reconstruction method computing time/s

CPU 479

GPU 43

Additionally, in a given voxel, there will be 199 bins
for each angle. Mostly, the proportion is close to zero.
Taking all of the bins into consideration for PET recon-
struction might result in a large computing cost, which
will make it extremely difficult to meet the requirements
of clinical applications. Accordingly, the number of ex-
tended bins of each angle should be truncated in N with
descending order. It is a tradeoff between the accuracy
of the system matrix and the computing cost. The re-
construction images with different values of N are shown
in Fig. 12. The reconstruction time cost with GPU is
provided in Table 3.

Fig. 12. Reconstruction comparison with different
values of N for the same slice.

Figure 12 indicates that the results are almost the
same for N = 3, 5, and 7. However, the storage require-
ment and reconstruction time increase with the growing
of N. In applications on the Eplus-260 Primate PET, N

= 5 is chosen as a conservative number.
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Table 3. Reconstruction time of image comparison
for different values of N.

N reconstruction time with GPU/s

3 38

5 43

7 113

4 Discussion and conclusions

The system matrix is necessary and important for it-
erative methods in PET reconstruction. However, the
generation of the system matrix can be a difficult task
for experimental methods and Monte Carlo simulation
methods. In this paper, a positional SPIR method,
named P-SPIR, is presented. It is a precise model to im-
prove the accuracy of the system matrix and reduce the
computing costs (i.e., both the computing time and the
storage capacity). Furthermore, analytical calculation
of the gap process and system matrix generation based
on the homogenization model reinforce its reusability,
portability, and interoperability for PET systems, espe-
cially when the crystal size is the same. A database
can even be derived from the S-SPIR model with a wide

range of crystal sample sizes and types of crystal ma-
terial. As a result, the system matrix for a particu-
lar PET system can be rapidly and efficiently generated
on-line with only system configuration. The improve-
ment of spatial resolution has been proven with both
simulation data and experimental data on the Eplus-
260 Primate PET system. However, several problems
in applications should be discussed. Firstly, although
the method has been applied to the Eplus-260 Primate
PET system, more support for other PET systems may
be needed to validate its applicability and convenience.
Secondly, despite the above-mentioned advantages, other
performance should be analysed q antitatively. Thirdly,
the influence of the selection of subdivision number for
the crystal should be demonstrated in further detail. Fi-
nally, correction [27] should be taken into consideration
to acquire images that are more conducive to diagnosis
and treatment.

Reconstruction results provided in this paper are
based on sinograms. However, theoretically speaking, P-
SPIR and methods to generate accurate system matrices
can also be applied to emission data format in list-mode.
Accordingly, list-mode reconstruction with P-SPIR is the
direction of further research.
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