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Application of SNiPER framew ork to BESI I I physics analysis *
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Abstract: A fast physics analysis framework has beendeveloped basedon SNiPER to processthe increasingly large
data sample collected by BESI I I. In this framework, a reconstructed event data model with SmartRef is designed
to improve the speed of Input/Output operations, and necessaryphysics analysis tools are migrated from BOSS
to SNiPER. A real physics analysis e+ e� ! � + � � J= is used to test the new framework, and achieves a factor of
10.3 improvement in Input/Output speed compared to BOSS. Further tests show that the improvement is mainly
attributed to the new reconstructed event data model and the lazy-loading functionalit y provided by SmartRef.
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1 In tro duction

The Beijing Spectrometer I I I (BESII I) [1] is a
detector at the Beijing Electron-Positron Collider I I
(BEPCI I). The acceleratorhas two storagerings with a
circumferenceof 224m and a crossingangle of 22mrad.
Its designed peak luminosity is 1� 1033 cm� 2s� 1 at a
beam energy of 1.89GeV [1]. In April 2016, BEPCI I
successfullyreached this goal. Assuming 107 s data tak-
ing time each year, the BESII I detector is able to col-
lect � 10 billion J= , � 300 million  0, 30 million D �D
or 2 million D+

S D�
S . The huge amount of data collected

makes it possible to study light hadron spectroscopy in
the decay of charmonium states and charmed mesons
with unprecedentedly high precision [2]. Since its �rst
collisionsin June2008,BESII I's data volumehasreached
� 3PB and is increasingat a speedof about 0.5PB per
year. The BESII I O�ine Software System(BOSS) is the
main framework that is currently used in BESII I exper-
iment, and its role is very important in the whole o�ine
data processingand physicsanalysiswork
o w. Basedon
Gaudi [3], BOSS provides standard interfaces for com-
mon software components which are necessaryfor data
processingand analysis. However, Input/Output (I/O)
in BOSS requires data format conversion and full-size
data read-in, which usesextra CPU time and imposes
restrictions on the processingspeed [4]. Consequently ,
I/O is becoming a bottleneck for BOSS, especially for

physics analysis.
The Software for Non-collider Physics Experiments

(SNiPER) [5] is a software framework for simulation,
reconstruction and analysis in a variety of experiments
like the Jiangmen Underground Neutrino Observatory
(JUNO) [6] and the Large High Altitude Air Shower
Observatory (LHAASO) [7]. SNiPER is a light-weight,

exible framework with an event data management sys-
tem which is designedto manageany type of event data.
Consequently , no additional data format conversion is
needed.In order to improve the speedof BESII I physics
analysis, SNiPER is being applied to the BESII I exper-
iment. In this article, details are given of the redesign
of the reconstructed event data model, the migration of
BESII I physics analysis tools into SNiPER, and a com-
parison of its performancewith that of BOSS.

2 Redesign of the reconstructed event
data model

For physicsanalysis in BOSS, the whole information
of each reconstructedevent is read in from the Data Sum-
mary Tape (DST) �les, where data are stored as ROOT
trees. The event data are then converted to Gaudi's data
format to be managed by the Gaudi event data store.
This conversion requires extra CPU time and memory,
and thus slows down the physicsanalysis. In the physics
analysis,the input information of each event is processed
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with analysisalgorithms for further event selection. This
kind of full-size information read-in of each event alsode-
gradesthe speedof analysis.

In SNiPER, the event data management system is
designedto use the ROOT format all the way through
the wholeprocess.Event information that is read in from
the DST �les can be handled directly by SNiPER's event
data management (EDM) system, so no conversion pro-
cessis needed. The I/O system is designedto �rst read
only part of the event information for fast event selec-
tion. Once it meetsall selectionrequirements, the whole
event information will be read. Therefore, time spent on
the data I/O processis signi�can tly reduced, which is
similar to the tag-basedpre-selectionmechanism under
the BOSS framework [8].

To use the data management system in SNiPER, a
new EDM for the BESII I physics analysis has been de-
signed. This reconstructed event data model consistsof
two layers,DstEvent and EvtHeader, asshown in Fig. 1.
The DstEvent contains the full information of physics
events, and keepstheir original structure in the old DST
�les. The EvtHeader is a newly added layer. With the
negligible increasein size (in permillage level), the Evt-
Header plays a very important role in the framework.
1) It is the entrance point for the event data service to
accessnew ROOT �les. 2) It stores characteristic vari-
ables of event, such as the good charged tracks, which
can be customized by users to do fast selection with-
out loading the full event information. 3) It stores the
SmartRef, which is a smart pointer providing references
to events [9]. The referencedobject in DstEvent will
not be loaded from input �les until it is actually needed.
Therefore, the unnecessaryperformanceoverheadcan be
avoided as a result of the lazy-loading mechanism.

Fig. 1. Schema of the reconstructed event data
model. The left-hand side is the EDM under
BOSS, and the right-hand side is the new EDM
under SNiPER.

In the analysisalgorithm, fast selectionis usually ap-
plied assoon as the EvtHeader is available. In fast selec-
tion, only the variables in EvtHeader are used without

loading the full event into memory. After fast selection,
the full information of survived events will be requested
and loaded into memory by the SmartRef for further
analysis. Using this mechanism, signi�can tly less infor-
mation needsto be read in from disk, which leadsto less
time consumption in I/O operations. The stricter the
selectionis, the faster the I/O operations will be. These
are the main strategies to improve the speedof analysis
in general.

3 Migration of analysis to ols

In BESII I physics analysis, several tools are indis-
pensable, including particle identi�cation (ParticleID),
vertex �t (VertexFit) and kinematic �t (KinematicFit).

To organize the information left by the �nal state
particles in detectors,a simpli�ed versionof the EvtRec-
Track classwasimported to integrate all the tracks in the
sub-detectorsinto onelogical track from the inside, with
their corresponding track IDs stored in the TEvtRec-
Track. To determine the vertex, the primary vertex in-
formation and magnetic �eld information are needed.So
the DatabaseSvc and MagneticField were also migrated.
In all thesemigrated packages,an interface to accessthe
data with the new format wasdeveloped. For simplicit y,
TOb ject classesare used to substitute the EventOb ject
classes.The �nal work
o w model used in SNiPER can
be seenin Fig. 2.

Fig. 2. The new work
o w for BESI I I analysis in SNiPER.

4 Performance and tests

In order to validate the migration, we ran the
real physics analysis of the processe+ e� ! � + � � J= 
at center-of-mass (CM) energy of

p
s = (4:260 �

0:001)GeV [10] with both BOSS and SNiPER. In the
analysis, the J= candidate was reconstructed with lep-
ton pairs (e+ e� or � + � � ), which results in a �nal state
with four charged tracks. Therefore, the number of
charged tracks was required to be no lessthan 4, which
makesthe proportion of surviving events approximately
1/200. In SNiPER, the number of charged tracks is
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stored in EvtHeader and de�ned as a tag for fast se-
lection, so only the selectedevents are fully loaded into
memory for further study, which greatly increasesthe
input speed. In this test, the version of BOSSwas 7:0:0,
and 400 DST �les were randomly selectedfor analysis.
Table 1 shows the number of surviving events after a se-
ries of selectionsunder the two frameworks. In SNiPER,
the results of event selection were exactly the same as
for BOSS.

Table 1. Number of surviving events passing cuts
in BOSS and SNiPER.

No. selection BOSS SNiPER

1 total entries 75159209 75159209
2 charged tracks 389796 389796
3 good charged tracks 158595 158595
4 good photon 21959 21959
5 particle identi�cation 20483 20483
6 kinematic �t 3748 3748
7 save result 401 401

After checking the step-by-step selections,the invari-
ant massspectrum of selected� + � � J= candidateswas
compared between BOSS and SNiPER using the whole
dataset. Figure 3 shows the distributions of M (� + J= ),
M (� � J= ), and M (� + � � ) for the signalevents. The dis-
tributions in BOSS and SNiPER agreewith each other
very well, which means the analysis code migrated to
SNiPER works properly.

To quantify the improvement gained by the new
physicsanalysis framework, we ran a seriesof tests with
the sameanalysisof e+ e� ! � + � � J= at the CM energy
of

p
s= (4:260� 0:001)GeV, using the samedata sample

asthe previous test. Under SNiPER, the total number of
charged tracks, which is required to be no lessthan 4, is
added to the EvtHeader as a pre-selectionvariable. 400
input data �les were equally divided into 4 groups, and
then submitted to the Portable Batch System in queue
besq. The time consumptions were measuredunder the
samehardwareenvironment with a CPU, model Intel(R)
Xeon(R) CPU E5-2680v3 at frequencyof 2.50GHz. The
analysisusing the old EDM and BOSSconsumed� 170.5
minuteson average,while � 44.5minuteson averagewere
spent with new EDM and SNiPER, which meansanaly-
siswith the new version is � 3.8 times faster than BOSS.
To investigate where the speed boost comesfrom, the
time consumption of each section was measuredand is
listed in Table 2. The proportion of time consumption
for each section under the two frameworks can also be
seenin Fig. 4.

Table 2. Comparison of time consumption for
BOSS and SNiPER.

framework EDM & I/O analysis

BOSS /min 1.0 135.0 34.6
SNiPER /min 0.18 13.1 31.2

gains 5.6 10.3 1.1

Fig. 3. Comparison of the invariant massspectra of M (� + J= ), M (� � J= ), and M (� + � � ) in BOSS and SNiPER.
The black line represents the results from BOSS, and the open diamonds show the results from SNiPER.
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Fig. 4. Time consumption proportion under BOSS
(left) and SNiPER (righ t) framework.

Thesetests indicate that SNiPER itself is running � 5
times faster than BOSS, but the contribution from the
new framework is very small due to its fast execution.
With the new EDM with SmartRef, the I/O speedis im-
proved by � 10 times, and it decreasesthe proportion of
I/O time from � 80% to � 30%. The analysis step with
SNiPER costs a similar time as BOSS, but the propor-
tion increasessigni�can tly due to the improvement of the

I/O procedure,which meanscomputing power is concen-
trated on the real analysis instead of data conversion.

5 Conclusion

In this article, a new BESII I physics analysis frame-
work based on SNiPER has been intro duced, with
SmartRef implemented into the reconstructedevent data
model for fast event pre-selection. The new framework
wastested with a real physicsanalysise+ e� ! � + � � J= 
at the CM energy of

p
s = (4:260� 0:001)GeV, yielding

exactly the same results as the original BOSS frame-
work. In the test, SNiPER gained 3.8 times improve-
ment in total executionspeed,and saved more than 70%
of the time for this speci�ed physicschannel. More tests
showed that this improvement is mainly from the new
event data model with SmartRef, which gains � 10 times
improvement comparedto BOSS.

We canconcludethat the new physicsanalysisframe-
work based on SNiPER signi�can tly improves the I/O
performancewith its redesignedreconstructedevent data
model using SmartRef. We can gladly say that this
framework is ready for physics analysis in BESII I, and
the �rst stable version of SNiPERMT, which is suitable
for the concurrent environment, will be releasedin 2017.
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