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Abstract: We investigate the parton distribution function (PDF) uncertainty in the measurement of the effective
weak mixing angle sin’ 953 at the CERN Large Hadron Collider (LHC). The PDF-induced uncertainty is large in
proton-proton collisions at the LHC due to the dilution effect. The measurement of the Drell-Yan forward-backward
asymmetry (Apg) at the LHC can be used to reduce the PDF uncertainty in the sin? Qgﬁ measurement. However,
when including the full mass range of lepton pairs in the Apg data analysis, the correlation between the PDF updat-
ing procedure and the sin’ thv extraction leads to a sizable bias in the obtained sin’ Hgﬁ value. From our studies, we
find that the bias can be significantly reduced by removing Drell-Yan events with invariant mass around the Z-pole
region, while most of the sensitivity in reducing the PDF uncertainty remains. Furthermore, the lepton charge asym-
metry in the 7 boson events as a function of the rapidity of the charged leptons, A.(7¢), is known to be another ob-
servable which can be used to reduce the PDF uncertainty in the sin’ HZH measurement. The constraint from A (1¢)
is complementary to that from Apg, and thus no bias affects the sin? Ggff extraction. The studies are performed using
the error PDF Updating Method Package (ePump), which is based on Hessian updating methods. In this article, the
CT14HERAZ2 PDF set is used as an example.
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I. INTRODUCTION

A measurement of the leptonic effective weak mix-
ing angle, Ggﬁ, is one of the most important topics in ex-
perimental particle physics. It is the key parameter in
electroweak global fitting, and played a crucial role in
predicting the mass of the Higgs boson with a precision
of O(10) GeV. Going forward, it will continue to contrib-
ute in global fittings, and will aid in tests of the Standard
Model and in searches for potential new physics beyond
the Standard Model. At an energy scale of the Z boson
mass (M), sin’ Hgﬁ can be determined from measure-
ments of parity violation in the neutral-current processes
of fermion-antifermion scattering, f;f; > Z/y* — f;f;.
One such measurement is the forward-backward asym-
metry (Apg ), defined as

Apgp = ———, )

where Ng and Np are the number of forward and back-
ward events, respectively. At lepton colliders, forward
and backward events are defined according to the sign of
cosf, where 6 is the scattering angle between the outgo-
ing fermion f; and the incoming fermion f;. The most
precise determinations to date of sin’ 6’ at the Z pole are
provided by the LEP and SLD collaborations [1], giving a
combined result of 0.23153 +0.00016. The precisions of
these measurements, achieved at the last generation of
e*e” colliders, are limited by statistical uncertainties.
Subsequent to the LEP/SLD era, measurements have
been at hadron collider experiments, i.e., the Tevatron
proton-antiproton collider, and the Large Hadron Col-
lider (LHC) proton-proton collider, using Apg in the final
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states of Drell-Yan (DY) pp/pp— Z/y* — ¢~ pro-
cesses, as a function of the di-lepton pair invariant mass.
At hadron colliders, forward and backward events are
defined in the Collins-Soper (CS) rest frame [2]. This is a
special rest frame of the lepton pair, with the polar and
azimuthal angles defined relative to the two hadron beam
directions. The z axis is defined in the Z boson rest frame
so that it bisects the angle formed by the momentum of
either of the incoming hadrons and the negative of the
momentum of the other hadron. The cosine of the polar
angle 6" is defined by the direction of the outgoing lepton
I~ relative to the Z axis in the CS frame and can be calcu-
lated directly from the laboratory frame lepton quantities
by

2(pTp; —pip3)

2., 2
L[y + Py

where the scalar factor ¢ (either 1 or -1) is defined for the
Tevatron and the LHC, respectively, as

2

* p—
coslpg = ¢

for the Tevatron

| Pzu/lpzul, for the LHC.

Thus, the sign of the z axis is defined as the proton
beam direction for the Tevatron, and on an event-by-
event basis as the sign of the lepton pair momentum with
respect to the z axis in the laboratory frame for the LHC.
The variables pz;, my, and pr; denote the longitudinal
momentum, invariant mass and transverse momentum of
the dilepton system, respectively, and,

pi = %(Ei £pzi)s 4)
where the lepton (anti-lepton) energy and longitudinal
momentum are E; and pz; (E, and pz,), respectively.
The DY events are therefore defined as forward
(cosbg > 0) or backward (cosfq <0) according to the
direction of the outgoing lepton in this frame of refer-
ence.

Compared to lepton colliders, measurements at had-
ron colliders suffer from additional uncertainties on mod-
eling the directions of the incoming fermions and antifer-
mions in the initial state. Such uncertainties will dilute
App and reduce the sensitivity for the determination of
sin? ¢’ The degree of dilution at hadron colliders is
modeled by the parton distribution functions (PDFs). At
the Tevatron, fermions in the initial state of DY produc-
tion are dominated by valence quarks. This allows us to
make an assumption that the incoming quark of DY pro-
duction is moving along the proton beam direction, as in-
dicated in Eq. (3), while the direction of the incoming

anti-quark is along the anti-proton beam. However, the
contribution from sea-quark interactions is still as large as
10% at the Tevatron. The uncertainty of this dilution frac-
tion, which is calculated using PDFs, will propagate into
the uncertainty estimation of the sin? Hfﬁ measurement ex-
tracted from the Agg distribution. The combination of the
DO and CDF measurements at the Tevatron gives a result
of 0.23179 +0.00030(stat) = 0.00017(PDF) + 0.00006(syst)
[3], which shows a non-negligible PDF-induced uncer-
tainty.

The PDF dilution effect is even more significant at
the LHC, since it is a proton-proton collider. Due to its
completely symmetrical initial state, there is an equal
probability of finding the incoming quark of DY produc-
tion from either of the two proton beams. In order to dis-
tinguish forward from backward events in pp collisions,
the beam pointing to the same hemisphere as the Z boson
reconstructed from final state leptons is assumed to be the
one which provides the quark. This is motivated by the
observation that the valence quarks inside the protons
generally carry more energy than the antiquarks (or sea
quarks) inside the protons. However, this assignment is
only statistically correct, because it is possible for the sea
quarks to have a larger fraction of momentum (x) of the
incoming proton than the valence quarks. Furthermore,
beyond leading order in the QCD interaction, quark-
gluon and antiquark-gluon processes will contribute at
next-to-leading order (NLO), and the gluon-gluon pro-
cess will contribute at next-to-NLO (NNLO). These all
affect the PDF dilution factor, whose magnitude depends
on the precise modeling of the momentum spectra of all
flavors of quarks and gluons involved in the Drell-Yan
processes, which is more complicated than just modeling
the total cross sections of valence quarks and sea quarks
for the proton-antiproton case. Consequently, the PDF-in-
duced uncertainty in the Apg measurement at the LHC is
significantly larger than that at the Tevatron. The latest
published measurement from the CMS collaboration
gives a result of 0.23101 +£0.00036(stat) +0.00031(PDF)+
0.00024(syst) [4], in which the PDF uncertainty is about
the same size as the statistical uncertainty. Measurements
from LHCb and preliminary studies from the ATLAS
collaboration using 8 TeV data have similar conclusions
[5, 6].

In the future high luminosity (HL) LHC era, the stat-
istical uncertainty will be reduced as data accumulates.
Thus, the PDF uncertainty will become the leading uncer-
tainty that limits the precision in the determination of
sin’ ¢’.:. Studies have been done in the literature to dis-
cuss how to further reduce the PDF uncertainties relevant
for precision electroweak measurements at the LHC [7].
Two experimental observables are essential to this task:
one is the Apg of the DY pairs and the other is the lepton
charge asymmetry A.(n,) in the W* boson events. When
Agp is used to simultaneously determine sin? Hgff and to
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reduce PDF uncertainties, it will inevitably bring correla-
tions. Such correlations have not been systematically con-
sidered in previous studies, as it is not expected to be im-
portant when the PDF-induced uncertainty does not dom-
inate the overall uncertainty. In this article, we investig-
ate the correlation between the two tasks of further redu-
cing the PDF uncertainty and performing the precision
determination of sin’ ngf from measuring the same exper-
imental observable Apg. We demonstrate the potential bi-
as on the sin? Hg ¢ determination, and discuss possible
solutions for the future LHC measurements. Note that the
dilution effect at hadron colliders has a strong depend-
ence on the Z boson rapidity. Therefore, if the weak mix-
ing angle is extracted from the Apg spectrum observed as
a function of Z boson rapidity, such as the measurement
of the differential cross section of the Drell-Yan process
from ATLAS [8], the bias might be different from that in
the extraction using average Arg.

The paper is organized as follows. In Section II, a
brief review on using new data to update PDFs and to re-
duce the related uncertainties is presented. In Section III,
we perform an exercise in updating the PDFs with Agg at
the LHC, and demonstrate its potential bias on the sin? Hgﬁ
determination. In Section IV, we study how updating the
PDFs with the lepton charge asymmetry A.(n;) meas-
ured at the LHC reduces the PDF uncertainties. In Sec-
tion V, we study the implications of updating the PDFs
with both Apg and A.(5,) data, and apply the error PDF
Updating Method Package (ePump) optimization proced-
ure to illustrate the complementary roles of the sideband
Arg and A.(n,) observables in reducing the PDF uncer-
tainty, and then to make the optimal choice of bin size of
the experimental data used in the PDF-updating analysis.
Finally, a summary is presented in Section VI.

II. PDF UPDATING METHOD AND Agp

The two most commonly-used methods for extracting
PDFs and their uncertainties from a global analysis of
high-energy scattering data are the Monte Carlo method,
used by NNPDF [9], and the Hessian method, as used in
CT14HERAZ2 [10, 11]. In the Monte Carlo method, a stat-
istical ensemble of PDF sets are provided, which are as-
sumed to approximate the probability distribution of pos-
sible PDFs, as constrained from the global analysis of the
data. In the Hessian method, a smaller number of error
PDF sets are provided along with the central set which
minimizes the y?-function in a global analysis. These er-
ror PDF sets correspond to the positive and negative ei-
genvector directions in the space of PDF parameters. The
most complete method for obtaining constraints from the
new data on the PDFs would be to add the new data into
the global analysis package and to do a full re-analysis.
However, this is impractical for most users of the PDFs.
A technique for estimating the impact of new data on the

PDFs, without performing a full global analysis, is very
useful. In the context of the Monte Carlo PDFs, the PDF
reweighting method has become commonplace. This in-
volves applying a weight factor to each of the PDFs in the
ensemble [12-14] when performing ensemble averages.
The PDF updating procedure will reduce the overall ef-
fective number of PDF replica in the ensemble. The im-
pact of new data can also be estimated directly using Hes-
sian PDFs [15-17], where it is called Hessian profiling,
updating the eigenvectors within the Hessian approxima-
tion, which is faster and simpler. Note that both the
Monte Carlo method and Hessian profiling are based on
the original Monte Carlo PDFs or error sets, respectively.
Therefore, the new data is assumed to be in general con-
sistent with the PDF predictions before updating, so that
the updated best-fit PDF set is not too different from the
original best fit. If a large deviation is found between the
new data and the original theory predictions, a full ana-
lysis of PDF global fitting is needed.

The theoretical predictions in this work are computed
using the ResBos [18] package at next-to-leading order
(NLO) plus next-to-next-leading log (NNLL) in QCD, in
which the canonical scales are used [19, 20]. The
CT14HERAZ2 central and error PDFs [10, 11] are used in
this analysis. App as a function of dilepton mass (M) at
LHC is sensitive both to sin? Hgtf and to PDF modeling.
Fig. 1 shows the App distributions of two separated
sin’ Hgﬁ values of 0.2315 and 0.2345, their difference, and
the PDF uncertainties as functions of the di-lepton invari-
ant mass for /s =13 TeV pp collisions at the LHC. The

E ResBos + CT14NNLO HERA2 predictions
0.2~ 13TeV Full Phase Space 130fb™

[ Stat. Unc. on average AFB: 5+10°

[ —sin’g, =0.2315

0.1~ —-sin’e, = 0.2345

=)

S
)
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Fig. 1. (color online) App theory prediction as a function of
My at the 13 TeV LHC. The luminosity assumed in the
samples is 130 fb~!'. No fiducial acceptance selections are ap-
plied. The A/o in the middle panel is defined as
(Apg[sin® 6/ = 0.2345] - App[sin 6 = 0.2315])/o, where o is the
statistical uncertainty of the event samples in that mass bin.
The bottom panel shows the magnitude of PDF-induced un-
certainty of Apg, predicted by the CTI4HERA?2 error PDFs, at
the 68% CL.
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two values of sin’ Hgﬁ are arbitrarily chosen to be far sep-
arated in order to clearly reveal their different predictions
of Agg. When Agg from a new data set is used in the PDF
updating procedure, it is assumed to be consistent with
the current theory predictions. This means that sin 0,
on which Apg depends, is considered to have the same
value as determined from existing experimental measure-
ments, even if a different value of sin’ ¢’ is used in gen-
erating the pseudo-data. As a result, a simple PDF updat-
ing procedure will forcibly absorb the difference in
sin’ H(fﬂ. into the PDFs, which will bias the determination
of both the updated PDFs and the extracted sin? 6. The
size of the bias depends on how large the difference is
between the current accepted value of sin’ 6’ (used in the
theory prediction) and the value used in the generation of
the pseudo-data, which will be quantitatively discussed in
the following sections. An important thing to note is that
App is more sensitive to sin’ Ggﬁ in the Z-pole region,
while the PDF-induced uncertainty becomes more signi-
ficant when M, moves to higher or lower regions. The
difference in sensitivities of the regions suggests a meth-
od to reduce the correlations. The work presented in Ref.
[7] was done using the Monte Carlo reweighting method,
with NNPDF PDFs, and was based on the hypothesis that
the above-mentioned correlation is negligible. In this
work, we instead use the software package ePump (error
PDF Updating Method Package), which can update any
given set of Hessian PDFs obtained from an earlier glob-
al analysis [21].

III. UPDATING THE PDFS WITH Agz DATA

In this section, we quantitatively examine how the
PDF-induced uncertainty in the determination of sin’ 0
can be reduced by applying the Hessian updating method,
via ePump, and study the correlation mentioned above.
First, we consider the case of using the Apg data span-
ning the full range of My, from 60 to 130 GeV. Second,
we consider the case of using only the Agg sideband spec-
trum, where events with M/, from 80 to 100 GeV are ex-
cluded.

In order to perform the PDF update, ePump requires
two sets of inputs: data templates and theory templates.
The data templates provide Agg distributions with their
uncertainties. The theory templates consist of the theory
predictions for the Apg from the original PDF error sets.
The output of ePump consists of an updated central and
Hessian eigenvector PDFs, representing the result that
would be obtained from a full global re-analysis that in-
cludes the new data. As an additional benefit, ePump can
also output the updated predictions and uncertainties for
any other observables of interest without having to recal-
culate using the updated PDFs. For more details about the
use of ePump, see Ref. [15].

For the DY samples, each lepton flavor channel-elec-
tron and muon - has 250 million events in the mass range
of 60 < My <130 GeV. This sample size corresponds to
an integrated luminosity of roughly 130 fb~!, which is
reasonably close to the total data collected by the AT-
LAS detector during the LHC Run 2. The pseudo-data is
modeled using the CT14HERA2 central PDFs. Nominal
theory-template samples consist of the central and (56)
error PDF predictions, generated using the CT14HERA2 er-
ror PDFs sets. In the theory templates, sin’ Ggﬁ is set to be
0.2315, which is the value determined by the LEP and
SLD collaborations. In the pseudo-data, sin’ Ogﬁ is set to
be 0.2324 in order to examine the effects of an offset or
pull in the new data. The difference is deliberately chosen
to be three times the uncertainty of the sin’ ¢ .. measure-
ment as determined at hadron colliders [3]. To mimic the
experimental acceptance, a set of ATLAS detector-like
event selections are further applied to the pseudo-data
and the nominal theory samples:

e Each lepton is required to have transverse mo-
mentum pr > 25 GeV.

e [epton pseudo-rapidity is limited by |, < 4.9.

e Events are denoted as CC (central-central) if both
leptons have | <2.5, and CF (central-forward) if one
lepton has || < 2.5 and the other has 2.5 < || <4.9. The
CC events correspond to doubling the integrated luminos-
ity with respect to the CF events, since both the dielec-
tron and dimuon channels contribute to the CC events,
while only the dielectron channel has CF events at the
ATLAS detector.

e The Z-pole region is defined as dilepton invariant
mass satisfying 80 < My < 100 GeV. The sideband re-
gion is defined as 60 <M, <80 GeV and 100<
My < 130 GeV.

e The forward-backward asymmetry Apg is meas-
ured in a 2 GeV mass bin size.

Note that the pseudo-data were treated as coming
from just one “experiment”, but in practice both ATLAS
and CMS would be sources of input data for fitting. For
the CMS case, a CF channel measurement would be diffi-
cult due to a limited detector acceptance, while the CC
events could be fully used as input.

A. Updating PDFs with Agg using the full mass range

First, we will update the PDFs using the full mass
range Agpg. It is expected that the PDF-induced uncer-
tainty on Apg(My,) will be reduced after updating the ori-
ginal PDFs with the inclusion of the pseudo-data. Note
that the pseudo-data and theory prediction are generated
by the same CTI14HERA2 PDFs. If the correlation
between sin’ ¢’ and the PDF updating is negligible, we
expect no changes in the central value of Apg as pre-
dicted by the PDFs after updating, compared to that giv-
en in the original theory prediction.
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The predicted Apg distributions (sin?6’; = 0.2315)
and the associated PDF-induced uncertainties, before and
after the PDF updating by using the full mass range of the
pseudo-data (sin’ Hgﬁ =0.2324), are depicted in Figs. 2
and 3 for the CC and CF event samples, respectively. As
shown in the bottom panels of the figures, the PDF-in-
duced uncertainties on the predicted Apg are significantly
reduced after the updating procedure. This finding is con-
sistent with the conclusion of Ref. [7]. However, as also
shown in the middle panels of the figures, the central val-
ues of Apg differ before and after the updating, particu-
larly in the Z-pole region. The difference is more signific-

o
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Fig. 2. (color online) Predicted Apg distributions
(sin® 6l =0.2315) and associated PDF-induced uncertainties,
before and after PDF updating using the full mass range of the
pseudo-data (sin? 6, = 0.2324). Only CC events are considered.
A/o in the middle panel is defined as (Agg[before] -
Apg[after])/o, where o is the statistical uncertainty of the
samples in that bin. The bottom panel shows the magnitude of
the PDF-induced uncertainty of Apg, predicted by the
CT14HERA2 error PDFs, at 68% CL., before and after updat-
ing the PDFs.

o F
L -
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Fig. 3.  (color online) Similar to Fig. 2, but for CF events
only.

ant in CF events than for CC. When the sin’ G(fﬁ of the
pseudo-data has a value different from its value in the
theory predictions, the existing PDF model (i.e.,
CT14HERAZ2 PDFs, in this study) no longer describes the
new data in a consistent way. As a result, the PDF updat-
ing procedure would forcibly convert this bias, which ori-
ginated from a different value of sin’ 6’s, into an updated
central PDF set. The averaged Agg values in the Z-pole
region in the pseudo-data and theory predictions, before
and after PDF updating, are numerically presented in
Tables 1, 2 and 3, for the CC, CF and CC+CF events.
The CF events have higher sensitivity to the Agg. For ex-
ample, as given in the third line of Table 2, the PDF un-
certainty can be decreased from 0.00118 to 0.00055, a re-
duction of more than 50%. Meanwhile, the bias on Agg,
originating from the PDF updating, can be as large as
A =-0.00108, as shown in the same line of the table. As
we pointed out, there should be no difference in the cent-
ral value of Apg before and after an unbiased updating,
because the pseudo-data and theory templates are gener-
ated with the same PDF sets. This bias, which is larger
than the statistical uncertainty shown in the third column,
indicates that much of the effect of the shift in sin’ ¢’ has
been absorbed into the updated PDFs.

To estimate the impact on the determination of
sin? ¢ in the Z-pole mass region, we express the aver-
age App approximately as a linear function of sin’ Hgﬁ in
this region, written as

g = k-sin® 6l +b, Q)

where the values of the parameters £ and b are listed in
Table 4, for CC, CF and CC + CF event samples, respect-
ively. The linear approximation and the values of the
slope and offset are acquired using the ResBos [18] gen-
erator. The potential bias due to the non-linearity between
Agp and sin? Hgff, and those higher order corrections, lead
to the shift in the central value of sin’ Géﬁ to be smaller
than 0.00010, and have a negligible effect on the statistic-
al uncertainty estimation [3].

One can roughly estimate the bias and the PDF-in-
duced uncertainty on the determination of sin’ 0, de-
rived from the biased Apg measurement, using the fol-
lowing simplified relation:

Asin® 6’ = AArp /k. (6)

From the above equation and Table 3, we obtain the
results listed in Table 5

It can be observed that the bias on sin 95 determ-
ined from the biased Agg after the PDF updatmg is much
larger than the PDF-induced uncertainty itself, especially
in the CF event sample, which is more sensitive to
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Table 1. (color online) Average Agg in the Z-pole region in the pseudo-data and theory predictions. The PDF updating was done us-
ing the full mass range Apg spectrum from the CC events of pseudo-data (sin? 6y = 0.2324). The statistical uncertainty corresponds to the
data sample with an integrated luminosity of 130 fb~'.

Update using CC with full Apg average App at Z pole PDF uncertainty Statistical uncertainty

s200 —
pseudo-data sin” 6. = 0.2324

in CC events 0.00825 - 0.00008
in CF events 0.03983 - 0.00017
in CC +CF events 0.01368 - 0.00007

theory prediction in CC events, sin’ Héﬁ =0.2315

before update 0.00873 0.00038 0.00008
after update 0.00867 0.00019 0.00008
Alafter-before] —0.00006 - -

theory prediction in CF events, sin’ Hglr =0.2315

before update 0.04220 0.00118 0.00017
after update 0.04201 0.00092 0.00017
Alafter-before] —0.00019 - -

theory prediction in CC +CF events, sin” 6/ = 0.2315

before update 0.01449 0.00053 0.00007
after update 0.01440 0.00031 0.00007
Alafter-before] —0.00009 - -

Table 2. Average Apg in the Z-pole region in the pseudo-data and theory predictions. The PDF updating is done using the full mass
range Apg spectrum from the CF events of pseudo-data (sin? 6%, = 0.2324). The statistical uncertainty corresponds to the data sample
with an integrated luminosity of 130 fb~!.

Update using CF with full Agg average App at Z pole PDF uncertainty Statistical uncertainty

s200
pseudo-data sin” 6, ; = 0.2324

in CC events 0.00825 - 0.00008
in CF events 0.03983 - 0.00017
in CC + CF events 0.01368 - 0.00007

theory prediction in CC events, sin’ E)gtf =0.2315

before update 0.00873 0.00038 0.00008
after update 0.00856 0.00026 0.00008
Alafter-before] —0.00017 - -

theory prediction in CF events, sin’ Ggﬁ =0.2315

before update 0.04220 0.00118 0.00017
after update 0.04112 0.00055 0.00017
Alafter-before] —0.00108 - -

theory prediction in CC + CF events, sin’ Ggff =0.2315

before update 0.01449 0.00053 0.00007
after update 0.01416 0.00032 0.00007
Alafter-before] —0.00033 - -
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Table 3. Average Apg in the Z-pole region in the pseudo-data (with sin®6y = 0.2324) and theory predictions (with sin” gy = 0.2315).
The PDF updating is done using the full mass range Agp, from the CC, CF or CC +CF events of pseudo-data. The statistical uncertainty
corresponds to the data sample with an integrated luminosity of 130 fb~!.

Update using CC + CF with full Agg average App at Z pole PDF uncertainty Statistical uncertainty
pseudo-data sin? Hg g = 02324
in CC events 0.00825 - 0.00008
in CF events 0.03983 - 0.00017
in CC +CF events 0.01368 - 0.00007
theory prediction in CC events, sin’ Héﬁ =0.2315
before update 0.00873 0.00038 0.00008
after update 0.00853 0.00018 0.00008
Alafter-before] —0.00020 - -
theory prediction in CF events, sin’ Hglr =0.2315
before update 0.04220 0.00118 0.00017
after update 0.04105 0.00054 0.00017
Alafter-before] —0.00115 - -
theory prediction in CC +CF events, sin” 6/ = 0.2315
before update 0.01449 0.00053 0.00007
after update 0.01411 0.00025 0.00007
Alafter-before] —0.00038

Table 4. Simple linear functions between sin? ¢, and the observed App around the Z pole, predicted by ResBos with CT14NNLO
PDFs, for the CC, CF and CC + CF event samples.

slope factor k& offset factor b

CC events -0.531 0.132
CF events -2.512 0.623
CC +CF events -1.110 0.275

Table 5. Bias, PDF-induced uncertainty and statistical uncertainty on sin’ 6’ after updating the PDFs with the full mass range of the
Agp pseudo-data (sin’ 6’ = 0.2324), for the CC and CF event samples, respectively. PDF uncertainties are given at 68% C.L.

Update PDF by using full mass range Apg Potential bias on sin? é)gff PDF uncertainty on sin’ Hsff Statistical uncertainty on sin’ Hgff

CC events: 0.00038 0.00033 0.00015
CF events: 0.00046 0.00021 0.00007
CC +CF events: 0.00034 0.00023 0.00006

sin? Gﬁﬂ than the CC event sample. This bias depends on
the difference between sin’ Hgﬁ values in the pseudo-data
and the original theory prediction. For this paper, it is in-
tentionally set to an exaggeratedly large difference of
0.0009 for illustration, which is three times the uncer-
tainty obtained from the best hadron collider measure-
ments. A smaller difference between the sin’ Ggﬁ value of
the pseudo-data and the world average value would
surely lead to a smaller bias in the Arpg measurement after
the PDF updating procedure. Nevertheless, this part of
our study clearly demonstrates the fact that using the full

mass spectrum of the Agg data to update the existing PD-
Fs will introduce bias in the determination of sin’ Hgff in
the Z-pole mass region. With more data collected at the
future high luminosity LHC, the weak mixing angle can
be determined more precisely, and the sin’ Ggﬁ measure-
ments with different lepton final states of DY processes at
the ATLAS, CMS and LHCb experiments should be con-
sidered as separate measurements. Occasionally, one
might expect some individual sin 6’ measurements to
exhibit significant deviations from the nominal world av-
erage value. In that case, the potential bias on the sin’ 65 T

053001-7



Yao Fu, Siqi Yang, Minghui Liu et al.

Chin. Phys. C 45, 053001 (2021)

extraction, induced by updating PDFs with the Agg meas-
urement spanning the full mass range, from 60 to 130
GeV, should be accounted for.

The bias incurred by updating the PDFs using the full
mass spectrum can also be observed by looking directly
at the PDFs of the quarks and gluons themselves. Figure 4
depicts the comparison of u,, d,, ii/u, and d/d, quark
PDFs before and after the updating. In Fig. 4, the bias on
the d quark PDF is much more significant than that on the
u quark PDF. This is caused by the fact that the previous
data samples used in the CT14 PDF global fitting provide
more constraints on the # quark PDF than the d quark
PDF. Therefore, when biased data is introduced, the bias
is more easily absorbed into the d quark PDF than the
"more fixed" u quark PDF. With an unbiased updating
procedure, the central PDF values of the two PDF sets
(before and after the PDF updating) should be unchanged,
while the updated PDF uncertainties are expected to be
reduced after the inclusion of the new pseudo-data. This
feature, however, is not confirmed in Fig. 4. Again, this
displays how the biased updated PDFs have been
changed in order to compensate for the effects of the shif-
ted sin?¢’; in the pseudo-data.

B. Updating PDFs using sideband Apg data only

As shown in Fig. 1, the Agg asymmetry is more sens-
itive to sinzegff when My, is around the Z-pole mass,
while the PDF-induced uncertainty becomes more signi-
ficant when My, is outside the Z-pole mass window. This
is because in the Z-pole region the asymmetry is propor-
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tional to both the vector and axial-vector couplings of the
Z boson to the fermions and is numerically close to 0.
Since only the vector coupling of the Z boson depends on
the weak mixing angle, the information on sin? Hsﬁ pre-
dominantly comes from Apg in the vicinity of the Z pole.
When moving away from the Z boson mass pole, the
asymmetry results from the interference of the axial vec-
tor Z coupling and vector photon coupling and depends
upon the PDFs. On the other hand, the sensitivity of con-
straining the PDFs via a measurement of Apg depends on
the value of the asymmetry (see Appendix A). Con-
sequently, the Apg-to-PDF sensitivity is suppressed in the
Z-pole region where the value of the asymmetry is close
to zero, and is enhanced outside the Z-pole mass window
with magnified Agg value. This observation suggests that
we could separate the Agg distribution into Z-pole region
and sideband region, and use them for sin? Gﬁ ¢ determina-
tion and PDF updating procedure, respectively. This pro-
cedure could reduce the correlation, and keep most of the
sensitivities.

To confirm this, we generate and use a new pseudo-
data sample with a different value of sin? Ggff (as =
0.2345) in this section, such that the difference between
sin’ 6’ values in the pseudo-data and the original theory
templates is ten times the best precision at hadron col-
liders. When this new pseudo-data sample was generated,
Z-pole events with My, from 80 to 100 GeV were expli-
citly excluded. Following the same analysis procedures as
discussed in the previous section, we obtain the numeric-
al results listed in Tables 6, 7 and 8, which summarize the
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(color online) Ratios of the central value and uncertainty to the CTI4HERA?2 central value of the u,, d,, @/u, and d/d, PDFs,

before and after the PDF updating. The blue band corresponds to the uncertainty before updating and the red band is after updating.

The full mass range of the Apg pseudo-data sample (with sin?6y = 0.2324) is used for the updating.
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Table 6. Average Apg in the Z-pole region in the pseudo-data and theory predictions. The PDF updating is done using the sideband
Afp spectrum from the CC events of pseudo-data (sin? 6’ = 0.2345). The statistical uncertainty corresponds to the data sample with an
integrated luminosity of 130 fb~!.

Update using CC with sideband Agp average App at Z pole PDF uncertainty Statistical uncertainty

pseudo-data sin’ Ogﬁ =0.2345

in CC events 0.00714 - 0.00008
in CF events 0.03490 - 0.00017
in CC +CF events 0.01192 - 0.00007
theory prediction in CC events, sin’ Héﬁ =0.2315
before update 0.00873 0.00038 0.00008
after update 0.00872 0.00024 0.00008
Alafter-before] —0.00001 - -
theory prediction in CF events, sin’ ngf =0.2315
before update 0.04220 0.00118 0.00017
after update 0.04218 0.00098 0.00017
Alafter-before] —0.00002 - -
theory prediction in CC + CF events, sin’ Hgﬁ. =0.2315
before update 0.01449 0.00053 0.00007
after update 0.01448 0.00036 0.00007
Alafter-before] —0.00001 - -

Table 7. Average App in the Z-pole region in the pseudo-data and theory predictions. The PDF updating is done using the sideband
Agp spectrum from the CF events of pseudo-data (sin’ 6%, =0.2345). The statistical uncertainty corresponds to the data sample with an
integrated luminosity of 130 fb~1.

Update using CF with sideband Agp average App at Z pole PDF uncertainty Statistical uncertainty
pseudo-data sin’ Bsﬁ =0.2345
in CC events 0.00714 - 0.00008
in CF events 0.03490 - 0.00017
in CC + CF events 0.01192 - 0.00007
theory prediction in CC events, sin’ E)gtf =0.2315
before update 0.00873 0.00038 0.00008
after update 0.00868 0.00027 0.00008
Alafter-before] —0.00005 - -
theory prediction in CF events, sin’ Ggﬁ =0.2315
before update 0.04220 0.00118 0.00017
after update 0.04172 0.00073 0.00017
Alafter-before] —0.00048 - -
theory prediction in CC + CF events, sin’ Ggff =0.2315
before update 0.01449 0.00053 0.00007
after update 0.01437 0.00036 0.00007
Alafter-before] —0.00012 - -
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Table 8.

Average App in the Z-pole region in the pseudo-data and theory predictions. The PDF updating is done using the sideband

App spectra from both the CC and CF events of pseudo-data (sin’ 6’ =0.2345). The statistical uncertainty corresponds to the data

sample with an integrated luminosity of 130 fb~'.

Update using CC + CF with sideband Arp

average App at Z pole

PDF uncertainty

Statistical uncertainty

pseudo-data sin’ Ogﬁ =0.2345

in CC events 0.00714 - 0.00008
in CF events 0.03490 - 0.00017
in CC +CF events 0.01192 - 0.00007
theory prediction in CC events, sin’ Héﬁ =0.2315
before update 0.00873 0.00038 0.00008
after update 0.00868 0.00022 0.00008
Alafter-before] —0.00005 - -
theory prediction in CF events, sin’ ngf =0.2315
before update 0.04220 0.00118 0.00017
after update 0.04173 0.00072 0.00017
Alafter-before] —0.00047 - -
theory prediction in CC + CF events, sin’ Hgﬁ. =0.2315
before update 0.01449 0.00053 0.00007
after update 0.01437 0.00032 0.00007
Alafter-before] —0.00012

impact of CC, CF and CC + CF events, respectively.

Since the inclusive production rate of the Z boson is
dominated by the contribution from the Z-pole mass win-
dow, the constraint on the PDF uncertainty obtained from
using only the sideband Apg data sample is not as statist-
ically powerful as that using the full mass range Apg data
sample. For example, comparing the sideband result (in
Table 8) to the full mass range result (in Table 3), we find
that the PDF uncertainty only reduces to 0.00072 for
sideband updating, compared to 0.00054 for full mass
range updating, in the case of using the most sensitive CF
event sample. However, the bias on the average Apg in
the Z-pole mass window is much smaller in the sideband
updating (with A =-0.00047 and sin’ 6 =0.2345) than
that in the full mass range updating (with A =-0.00115
and sin? Hgﬁ =0.2324), as listed in the same tables. Fur-
thermore, in contrast to the strong variation observed in
Fig. 4, we find much less bias on various parton flavor
PDFs when using only the sideband Apg data to update
the PDFs, as shown in Fig. 5. Note that the PDF value is
close to zero in the extremely low and high x regions, and
there is a lack of data constraints there. This is the domin-
ant reason that the PDF error bands are dramatically lar-
ger.

Using the numbers from Table 8, the impact of updat-
ing the PDFs with the sideband Agg data on the determin-
ation of sin’ Ggﬁ is summarized in Table 9. In comparison
to the result using the full mass range Agg data in the up-

dating, cf. Table 5, the PDF-induced uncertainty from us-
ing only the sideband App data sample increases by about
20% ~ 30%, but the biases on sin’ Hﬁﬁ diminish dramatic-
ally, despite using the much larger value of sin? Qﬁﬂ =
0.2345 in the present case. Since the bias introduced by
using the full mass range Apg updating is apparently lar-
ger than the PDF-induced uncertainties, to reduce the bi-
as on sin® Hgff by using the sideband Agg updating should
have higher priority than keeping the statistical uncer-
tainty 20% ~ 30% smaller. One should optimize the mass
window for a specific measurement to have better bal-
ance between bias and sensitivities.

Considering the fact that the new data might not cor-
respond to a value of sin’ ¢’ as large as 0.2345, we can
conclude that by the end of the LHC Run 2, the potential
bias of using the sideband Agg data in the PDF updating
should be small. However, this does not mean it can be
ignored. As we have seen, by using the sideband Apg in
the PDF updating one can reduce the effects of any po-
tential bias, while not significantly enlarging the total un-
certainty of the sin’ Hgﬁ determination. Furthermore, we
strongly suggest keeping the PDF updating as a prelimin-
ary method to improve the sin’ Hgﬁ measurement. A final
determination of sinzegff and its uncertainty estimation
can only be reliably provided by a full global analysis,
which includes new data sets and allows a thorough study
on adding new degrees of freedom in the nonperturbative
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(color online) Ratios of the central value and uncertainty to the CT14HERAZ2 central value of the u,, d,, ii/u, and d/d, PDFs,

before and after the PDF updating. The blue band corresponds to the uncertainty before updating and the red band is after updating.

The sideband mass range of the Arg pseudo-data sample (sin® Ggﬂ =0.2345) is used for the updating.

Table 9. Bias, PDF-induced uncertainty, and statistical uncertainty on sin® @y, after updating the PDFs with the sideband range of the
Agp pseudo-data (with sin? 6y = 0.2345), for the CC and CF event samples, respectively. The PDF uncertainties are given at 68% C.L.

Update PDF using sideband Arg Potential bias on sin? Ggff

PDF uncertainty on sin® ¢’ T Statistical uncertainty on sin’ Gfﬁ
€ &

CC events: 0.00009
CF events: 0.00019
CC + CF events: 0.00011

0.00041 0.00015
0.00029 0.00007
0.00029 0.00006

PDF parameters, etc. Experimental results should also be
provided in a proper format, allowing theorists to replace
the preliminary PDF updating method employed in the
experimental measurement by a consistent global analysis.

IV. UPDATING PDFS USING LEPTON CHARGE
ASYMMETRY A, (n,) IN WPRODUCTION

In this section, we investigate the advantage of using
the asymmetry in the rapidity distribution of the charged
leptons from W — Iv boson decays, produced at the LHC,
to update the PDFs. In pp collisions, W* and W~ have
different cross sections, and accordingly an asymmetry
can be defined as a function of the final state charged
lepton rapidity 7,:

Ny (17¢) — Nw-(17¢)
Ny (11¢) + Nw-(11¢)”

Ar(ne) = @)

A measurement of lepton charge assymmetry from
the ATLAS collaboration, using 8 TeV data, is published

in Ref. [22]. This asymmetry is caused by the difference
between up and down type quarks and their anti-quark
distributions in the proton, and thus provides comple-
mentary information to Apg in constraining the PDFs. Al-
though using A.(r,) as input is essential to many other
PDF constraints, it has less impact on the sin’ Hsﬁ meas-
urements, compared to using Agg in the PDF updating. In
general, A.(n,) is an initial state asymmetry, directly re-
flecting the difference between W* and W~ production
rates at the LHC, and has little dependence on the weak
interaction decays.

To study the impact of A.(5;) on reducing the PDF-
induced uncertainty in the Agpg measurement, we gener-
ate a set of ¥ boson samples, in which the sin’ 0 value
is taken to be different from the original theory templates,
as done in the previous DY case. To model the ATLAS
acceptance, the charged leptons (electrons and muons)
from the W boson decay are required to have |n.| <2.5.
Forward electrons are usually removed from the single W
production measurement, due to difficulties in con-
trolling the backgrounds in the high rapidity region. Both
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charged leptons and neutrinos are required to have py >
25 GeV. A bin size of 0.1 on |r/] is used in the A.(n,) dis-
tributions. The A.(,) distributions, together with the
PDF-induced uncertainties, before and after the PDF up-
dating, are shown in Fig. 6.

The values of the average Agg and their PDF-induced
uncertainty after updating PDFs with the simulated lepton
charge asymmetry pseudo-data are listed in Table 10. The
PDF-induced uncertainty on the average Apg is reduced
by 17% for CC, and 13% for CF events, after updating

<'0.24

ResBos + CT14NNLO HERA2/update predictions
0.221~ 13TeV ATLAS-like 130fb
— Before Update PDF -

02 — After Update PDF —=
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Fig. 6. (color online) A.(n,) theory prediction at the 13 TeV
LHC with an integrated luminosity of 130 fb~!, as a function
of the charged lepton rapidity n,. A/o in the middle panel is
defined as (A.(n.)[before] - A.(np.)[after])/o, where o is the
statistical uncertainty of the samples in that bin. The bottom
panel shows the magnitude of the PDF-induced uncertainty of
A+(n0), predicted by the CTI4HERA2 error PDFs, at 68%
CL., before and after updating the PDFs.

PDFs with the A.(n,) data. The central prediction for Agg
does not change after updating PDFs with the A.(7.)
data, since there is no direct correlation between the value
of sin” 6’ and A. ().

Figure 7 depicts the comparison of d, u, —d,, d/u and
(ud —di)/(ud +di) PDFs, between the nominal
CT14HERAZ2 and the updated PDFs with the inclusion of
the A.(n,) data. It shows that the potential bias on the
central values of the PDFs is negligible, while a notice-
able reduction of the PDF uncertainty can be clearly ob-
served in some relevant x ranges, depending on the par-
ton flavor.

V. UPDATING PDFS USING BOTH SIDEBAND
Aps AND LEPTON CHARGE
ASYMMETRY A. (1)

Since the Drell-Yan App and the lepton charge asym-
metry A.(n,) provide complementary information, it is
expected that the PDF-induced uncertainty in the determ-
ination of sin® Gﬁﬁ can be further reduced if we use both
the sideband Apg and the A.(r,) data together to update
the PDFs. The sin?¢’; value in the /¥ and Z pseudo-data
samples generation is set to be 0.2345, although for the
W samples, ResBos does not use sin’ Gﬁﬂ as direct input,
and it is thus independent. Applying the same analysis to
those two pseudo-data sets, as detailed in the previous
sections, we obtain the results listed in Table 11, which
should be directly compared to Table 9 for using the side-
band Apg data and Table 10 for using the A.(y,) data
alone. We find that using both data sets to update the PD-
Fs could further reduce the PDF-induced uncertainty on
the sin’ ¢’ measurement, which is determined using the

Table 10. Average Apg in the Z-pole region before and after the PDF updating. The PDF updating is done using A.(5,) from W bo-

son production. Statistical uncertainty corresponds to the data sample with an integrated luminosity of 130 fb~!.

Update using A (77¢) in pseudo-data average App at Z pole PDF uncertainty Statistical uncertainty

theory prediction in CC events, sin’ E)gtf =0.2315

before update 0.00873 0.00038 0.00008
after update 0.00873 0.00031 0.00008
A[before-after] <0.00001
theory prediction in CF events, sin’ Ggﬁ =0.2315
before update 0.04220 0.00118 0.00017
after update 0.04219 0.00103 0.00017
A[before-after] 0.00001
theory prediction in CC + CF events, sin’ Ggff =0.2315
before update 0.01449 0.00053 0.00007
after update 0.01449 0.00044 0.00007
A[before-after] <0.00001
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(color online) Ratios of the central value and uncertainty to the CTI4HERAZ2 central value of the d, u,-d,, d/u and

(ud — dii)/(ud + di) PDFs, before and after the PDF updating. The blue band corresponds to the uncertainty before updating and the red
band is after updating. The lepton charge asymmetry A. (r¢) data is used in the updating.

Table 11.

Bias, PDF-induced uncertainty and statistical uncertainty on sin® 6y, after updating the PDFs with the sideband range of the

Arp pseudo-data (with sin®6y = 0.2345) and the A.(y,) pseudo-data samples, for the CC and CF event samples, respectively. The PDF

uncertainties are given at 68% C.L.

Update PDF using sideband Arg and A, (1)

Potential bias on sin® Héﬁ

: 2l ot ; 2 gl
PDF uncertainty on sin” 6 Statistical uncertainty on sin“ 6,

CC events: 0.00009
CF events: 0.00018
CC +CF events: 0.00010

0.00032 0.00015
0.00021 0.00007
0.00021 0.00006

App data in the Z-pole mass window, by about 28% as
compared to that using only the sideband Apg data.

VI. AN APPLICATION OF
EPUMP-OPTIMIZATION

To further discuss the improvement in PDF-induced
uncertainties, we apply the ePump optimization method
of the ePump code in this section, in the combined ana-
lysis of the Apg and A.(1,) data, (1) to demonstrate their
complementary roles in reducing the PDF uncertainty in
the PDF-updating procedure; and (2) to investigate the
optimal choice of bin size for studying the PDF-induced
uncertainty in experimental observables related to those
two individual data.

A. Complementary roles in reducing the
PDF uncertainty

The ePump optimization (or PDF-rediagonalization)
method is based on ideas similar to that used in the data

set diagonalization method developed by Pumplin [23].

Fora set of new data points, the application con-
structs an equivalent set of eigenvectors, which are ortho-
gonal to each other in the PDF fitting parameter space, by
re-diagonalizing the original Hessian error PDFs with re-
spect to the given data. The total uncertainty calculated
by the new eigenvectors is exactly identical to that calcu-
lated with the original error PDFs in the linear approxim-
ation assumed by the Hessian analysis. However, in addi-
tion, the new error PDF pairs are ordered by the mag-
nitudes of their re-calculated eigenvalues, the sum of
which should be identical to the total number of the giv-
en data points, as noted in Ref. [15]. That is to say that
the new eigenvectors can be considered as projecting the
original error PDFs to the given data set, and be optim-
ized or re-ordered so that it is easy to choose a reduced
set that covers the PDF uncertainty for the input data set
to any desired accuracy [15].

As an example, after applying the ePump optimiza-
tion method to the CTI4HERA2 PDFs for the sideband
App and A.(n,) data sets, which contain 50 data points in
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total (i.e., 25 bins in each case), we find that the top three
new eigenvector pairs predominantly have eigenvalues of
25.2, 18.1 and 5.5, respectively, while the eigenvalues of
remaining ones decrease rapidly after that. The combina-
tion of these top 3 optimized error PDFs contributes up to
97.6% in the total PDF variance of the 50 given data
points. This ePump optimization allows us to conveni-
ently use these 3 leading new eigenvectors, in contrast to
applying the full 56 error sets of the CT14HERAZ2, to
study the PDF-induced uncertainty on Apg and A. (1) or
any other observable that is directly related to them.

The relative contributions of the top three leading op-
timized eigenvectors to the PDF uncertainties of the side-
band Agg and A.(7¢), normalized to each bin for illustra-
tion, are shown in Fig. 8. One can see directly that the
first eigenvector (labeled as EVO01) gives by far the
largest contribution to the PDF uncertainties of the side-
band Agg, but a very small fraction of the uncertainties of
A.(ne), particularly for |, > 1. The second and third ei-
genvectors (labeled as EV02 and EV03) contribute a
large or appreciable amount of the uncertainties on
Ai(ne), but a much smaller fraction on Apg. This sug-
gests that when optimizing PDFs using both the Apg and
A.(n¢) samples, these two data sets play complementary
roles in reducing the PDF uncertainties, i.e., the re-diag-
onalization of the first pair of eigenvectors is dominated
by the information from the Apg and the second pair has
more information from A.(n,).

The sensitivities provided by the top two pairs of ei-
genvector PDFs to the different flavor and x-range,
probed by the sideband Apg and the lepton charge asym-
metry A.(n,) together, are depicted in Fig. 9 and Fig. 10,
respectively. It can be verified that these two leading
pairs of error PDFs, optimized by using both of those two
data sets, resemble the respective first pair of eigenvector
PDFs after applying the ePump optimization procedure to
the sideband Apg and the A.(5,) alone. This information
can be understood from the following physical argument.
Arp 1s dependent on PDFs predominantly because the di-
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lution effect could lead to an incorrect assignment of the z
direction of the Collins-Soper definition. At the LHC, the
leading order dilution probability that forward and back-
ward is misjudged depends only on the relative size of
PDF ratios u/i and d/d, meaning that it is more sensitive
to the quark-antiquark comparison. For A. (), this asym-
metry comes from the difference between the ud cross
section and the dii cross section, meaning that it is more
sensitive to the flavor difference. As shown in Fig. 9, the
first eigenvector pair, which gives the largest PDF contri-
bution to the Apg uncertainty, dominates the u/& uncer-
tainty in the x region of a Z boson process. The d/d un-
certainty is not as dominated by the first eigenvector, be-
cause the Z-quark couplings of neutral vector current,
which govern the magnitude of Apg at parton level, are
proportional to the electric charges of different quark
types, so that the sensitivity of Agg to d/d parton distribu-
tion is suppressed. Since the observed Apg is a combina-
tion of ui and dd processes, it can provide some informa-
tion on the difference between u and d quark PDFs, but it
is not as sensitive to this as it is to the u/& and d/d ratios.
In Fig. 10, the second eigenvector pair, which gives the
largest PDF contribution to the A.(r,) uncertainty, dom-
inates the d/u and d/ii uncertainties in the x region of the
single W boson process. However, it has almost no sensit-
ivity to the &t/u, uncertainty in the very large x-range.

B. Optimal choice of bin size

In previous sections, a bin size of 2 GeV on mass was
used for measuring the Agg distribution, and a bin size of
0.1 on n, was used for A.(n,). In principle, using a large
bin size will smear some fine structures of the Arg and
A.(n,) distributions, and make those observables less
sensitive to variations of the PDFs. Hence, it is desirable
to determine the maximum allowed bin size without los-
ing sensitivity for a given observable. Due to the diffi-
culty in the experimental unfolding procedure to remove
detector effects, such as bin-to-bin migration effects and
determination of efficiency and acceptance, it may not al-
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(color online) Fractional contribution of the top three leading optimized eigenvectors (EV01, EV02 and EV03) to the variance

of the observables Arg and A.(5,), normalized to each bin respectively, in the combined ePump optimization analysis.
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(color online) Ratios of the first pair of eigenvector PDFs and the original CTI4HERA2 error PDFs, at 0 =100 GeV, to the

CTI14HERA? central value of the i/u,, d/d,, d/u and d/a PDFs. Those eigenvector PDFs were obtained after applying the ePump op-
timization to the original CTI4HERA2 PDFs in the combined analysis of the Drell-Yan sideband Apg and the lepton charge asym-

metry A.(y,) data.
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(color online) Same as Fig. 9, but for the second pair of eigenvector PDFs.

ways be practical to measure the Apg and A. (1) distribu-
tions in such a fine bin configuration. In this section, we
discuss how to apply the ePump optimization procedure
to obtain the optimal choice of bin size for Apg and
A.(ny) distributions.

From Sec. VIA, we learned that the PDF-induced er-
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ror on Apg and A.(7,) can be represented by the leading
eigenvectors after ePump optimization. In Fig. 11, we
show the Apg distributions, predicted by the first two ei-
genvector PDF sets, after PDF-rediagonalization. For
each eigenvector, positive and negative shifted PDF error
sets are compared. Similarly, for the A.(n,) distribution,
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comparisons are shown in Fig. 12.

When the PDFs are varied according to the first pair
of eigenvector sets, the most significant change in the
shape of the App distribution occurs as an oppositely shif-
ted effect in the high mass and low mass regions around
the Z pole, cf. the left-hand plot of Fig. 11. Moreover, the
shape of A is almost flat either below or above the Z-pole
mass window, where A is the difference between the two
values of Apg predicted by the positive and negative shif-
ted error sets. As a result, using a larger bin size on mass
will not lose much information on how the PDFs affect
the Agg distribution. On the other hand, as shown in the
right-hand plot of Fig. 12, when the PDFs are varied ac-
cording to the second pair of eigenvector sets, the change
of A in the shape of A.(n,) distribution is almost a linear-
type. Hence, as long as the bin size on lepton rapidity still
reflects the linear shape, the sensitivity of A.(,) to PDF
variations should not be dramatically reduced.

To quantitatively study the sensitivity loss from us-
ing a larger bin size, we compare with another analysis
done by using a bin size of 5 GeV on mass for the Apg
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(color online) Similar to Fig. 11, but for A.(;,) distribution.

distribution, and a bin size of 0.25 on lepton n for the
As(ne) distribution, for the same data samples as used in
Section V. We find that numerical calculations using
these wide bins give exactly the same results as those
presented in the previous tables, which implies that the
reduction of PDF uncertainty would not be compromised
by using a larger bin size, as proposed above. This leads
to a very useful conclusion: aiming for the sin’ Hgff meas-
urement, both Agg and A.(n,) distributions can be meas-
ured in a large bin size to reduce systematic uncertainties
without losing much sensitivity in constraining the PDFs.
This conclusion should hold for both a quick PDF-updat-
ing and a full PDF global fitting. This conclusion is im-
portant, because as more data accumulates at the LHC,
systematic uncertainties will soon be larger than the stat-
istical uncertainty for many precision measurements.
Therefore, reducing systematics should be of a higher pri-
ority.

VII. SUMMARY
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We have presented a study on how to correctly re-
duce the PDF-induced uncertainty in the determination of
the effective weak mixing angle sin’ 6., obtained from
analyzing the measurement of the Drell-Yan forward-
backward asymmetry Apg at the LHC. According to pre-
vious studies, the PDF-induced uncertainty can be re-
duced by the PDF updating procedure using Agg.
However, when Agg is used for both PDF updating and
sin’ Ggﬁ extraction, the correlation between these two im-
portant tasks will cause bias on both the updated PDFs
and the extracted value of sin’ ¢’ Considering the devi-
ation between the previous precise measurements on
sin’ Hﬁ - such bias could be at the same level as the PDF-
induced uncertainty on sin’ 9§ﬁ. In this paper we have
shown how this bias can be suppressed. Apg is more sens-
itive to sin’ ¢’ around the Z pole, while the PDFs affect
Apg more significantly in the sideband regions such as
60 < M; <80 GeV and 100 < Mj; <130 GeV. Accord-
ingly, we propose to use the sideband Apg to reduce the
correlation between the sin? Ggﬁ extraction and the PDF
updating, so that the bias on the sin? Gﬁﬁ determination
can be suppressed, while not significantly losing sensitiv-
ity in the PDF updating.

We have applied the ePump program, based on the
Hessian updating method, to update the CT14HERA2
PDFs by including the full mass range Agg pseudo-data
as new input to a global PDF fitting. With this updated
PDF set, we analyzed the extraction of sin’ 6 in the Z-
pole mass window and found a sizable bias in its value,
with respect to its input value in the pseudo-data. Further-
more, the central values of the updated d and u quark PD-
Fs, obtained from this analysis, are different from those
of the original CT14HERA?2 PDFs. This is caused by the
difference in the sin’ Hgﬁ values assumed in the pseudo-
data and the theory templates. To reduce this type of cor-
relation, we proposed to use only the sideband Agg to up-
date the existing PDFs. As expected, using only the side-
band Agp data to update the PDFs reduces the bias on the
extraction of sin’ Hgﬂ‘ value as well as the central values of
the updated PDFs. We also show that the asymmetry
from W boson decay, A.(n,), can be used to further re-
duce the PDF uncertainty. It plays a complementary role
to the sideband Apg data in reducing the PDF-induced un-
certainty, with negligible bias on the determination of the
weak mixing angle.

A study on the effect of choosing different bin sizes
of the Apg and A. (1) distributions was also performed. It
showed that using a somewhat larger bin size will not
sacrifice much of the sensitivity of those two observables
in reducing the PDF uncertainty in the sin’ 6’ measure-
ment. When more data are accumulated at the LHC, the
systematic uncertainties in the Apg and A.(r;) measure-
ments will begin to dominate. In that case, there is an ad-

vantage in choosing a larger bin size in order to reduce
the systematic uncertainties in the experimental unfold-
ing procedures. In this study, using a bin size of 5 GeV
on mass for the Arg distribution, and a bin size of 0.25 on
lepton n for the A.(n,) distribution, did not cause a no-
ticeable reduction in the sensitivity of these two data sets
to the measurement of sin’ 9({ -

In conclusion, we have investigated the correlation
and potential bias in reducing the PDF-induced uncer-
tainty in the determination of sin 6 from the forward
and backward asymmetry Apg of'the Drell-Yan pro-
cesses at the LHC. Derived from quantitative computa-
tion of the Hessian-based ePump PDF updating program,
it can be concluded that by excluding Z-pole region
events in the PDF updating, the potential bias on the
sin? Hgﬁ extraction would not significantly enlarge the es-
timated total uncertainty, including the statistical and
PDF-induced uncertainties at the LHC Run 2. However,
the bias is not negligible and thus still needs careful eval-
uation in future precise sin’ 6’ measurements at the high
luminosity LHC. Moreover, although it is useful to
quickly use ePump to estimate the impact of a new data
set on the PDFs, we suggest using the PDF updating
method as only a preliminary way to reduce the PDF-in-
duced uncertainty in the sin? ¢’ measurements. A full
PDF global fitting analysis is necessary for a complete
determination of sin’ Hgﬁ, with PDF correlations, in which
new degrees of freedom in the non-perturbative paramet-
rization of the PDFs can be explored. Furthermore, all ex-
perimental results, i.e., Apg and A.(7,) studied in this art-
icle, should be provided in a format such that theorists
can replace the preliminary PDF updating method em-
ployed in the experimental analysis by a consistent glob-
al analysis.
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APPENDIX A: DILUTION EFFECT ON Agg

Consider that if the directions of the initial state
quarks and antiquarks in the DY events are known, one
can define a Collin-Soper frame at hadron colliders
without any dilution effect. In this situation, the differen-
tial cross section of the DY process can be written as:

doy
~(1+cos? @)+ Al
dcos®; (1+cos™0) + 4
1
XE(1—300520;)+AZ><0050;, (A1)

where the label ¢ is used to mark the no-dilution cross
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section at partonic level. In reality, the dilution effect can
lead to an incorrect assignment of the z direction in the
Collins-Soper frame, resulting in:

cosf, = cos(m—6;) = —cos by, (A2)

where the label 7 is used to mark the dilution case at had-
ronic level. With a dilution probability of £, we have:

dO’h _f)( dO'q
dcosd, dcos 6 lcosf,=—cos6;
(1= px—Za
+(1-f)x
dcos 6 lcos,=cos;

1
~ (1 +cos ;) +A? x E(l -3cos”6})

+(1-2f)x A} x cosb}. (A3)
Accordingly,
Al = (1-2f)A! (A4)

Since the Apg around the Z pole is proportional to the
angular coefficient Ay, it turns out that

Al = (1-2P)AL (A5)

The sensitivity of constraining the PDFs (namely con-
straining f) via Apg depends on the Agg value itself.
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