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Abstract: We calculate cross-sections and cross-section ratios of a charm quark production in association with a W
gauge boson at next-to-leading order QCD using MadGraph and CT1IONNLO, CT14NNLO, and MSTW2008NNLO
PDFs. We compare the results with measurements from the CMS detector at the LHC at a center-of-mass energy of 7

TeV. Moreover, we calculate absolute and normalized differential cross-sections as well as differential cross-section

ratios as a function of the lepton pseudorapidity from the /¥ boson decay. The correlation between the CT14NNLO

PDFs and predictions for W+ charm data are studied as well. Furthermore, by employing the error PDF updating
method proposed by the CTEQ-TEA group, we update CT14NNLO PDFs, and analyze the impact of CMS 7 TeV
W+ charm production data to the original CT14NNLO PDFs. By comparison of the g(x, Q), s(x, Q), u(x,Q), d(x, Q),
ii(x,Q), and d(x,Q) PDFs at Q = 1.3 GeV and Q = 100 GeV for the CTI4NNLO and CT14NNLO+Wc, we see that
the error band of the s(x, Q) PDF is reduced in the region x < 0.4, and the error band of g(x, Q) PDF is also slightly

reduced at region 0.01 < x <0.1.
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1 Introduction

In the standard model (SM), the associated W+ charm
production in hadron collisions is described at leading or-
der (LO) in perturbative quantum chromodynamics
(QCD) by g+q—> W™ +c¢, (g=d,s,b) and g+§ —> W* +¢,
(g =d,5,b). Although the d-quark parton distribution
function (PDF) is large in the proton, the processes
g+d— W +c and g+d — W' +¢ contribute only about
10% [1] to the total W+ charm production rate, because it
is suppressed by the small quark-mixing Cabibbo-Kobay-
ashi-Maskawa (CKM) matrix element [2] |V 4| and |[V4l.
The major contribution to the total W+ charm production
rate is due to strange quark-gluon fusion g+s— W™ +c¢,
and g+5— W* +¢. The contribution from g+b — W~ +¢
and g+b— W*+¢ is also heavily suppressed by the
quark mixing matrix elements (|Vl, |Vz;|) and the b-quark
PDF. The W+ charm production cross-section is there-
fore particularly sensitive to the proton g(x, Q) and s(x, Q)
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PDFs [3] and to the magnitude of the CKM matrix ele-
ment V., where x is the momentum fraction of the pro-
ton carried by the s-quark, and Q is the hard scale. The
study cited in Ref. [4] calculated the W+ charm produc-
tion at LO and next-to-leading order (NLO) in QCD, and
found that the factorization and renormalization scale un-
certainty in the NLO calculation is about 20%. Ref. [5]
explored the strangeness degrees of freedom in the par-
ton structure of the nucleon within the global analysis
framework, and showed that the precise determination of
the s(x, Q) PDF affects the W+ charm cross-section. The
s(x,Q) PDF has been determined by neutrino-nucleon
deep inelastic scattering experiments at momentum trans-
fer squared Q7 = 10 GeV, and momentum fraction x ~ 0.1
[6, 7]. The Tevatron CDF [8] and DO [9] experiments
have measured the cross-section for charm quark pro-
duced in association with W bosons, using muon tagging
of the charm-quark jet. The ATLAS collaboration [10]
measured the total cross-section, differential cross-sec-
tion as a function of the pseudorapidity of the lepton from

Received 2 August 2019, Revised 9 October 2019, Published online 6 November 2019

* Supported by the National Natural Science Foundation of China (11965020)

1) E-mail: sdulat@hotmail.com

Content from this work may be used under the terms of the Creative Commons Attribution 3.0 licence. Any further distribution of this work must main-

tain attribution to the author(s) and the title of the work, journal citation and DOI. Article funded by SCOAP3 and published under licence by Chinese Physical Society
and the Institute of High Energy Physics of the Chinese Academy of Sciences and the Institute of Modern Physics of the Chinese Academy of Sciences and IOP Pub-

lishing Ltd

123101-1



Chinese Physics C Vol. 43, No. 12 (2019) 123101

the W boson decay, and the cross-section ratio of the pro-
duction of a ¥ boson in association with a single charm
quark at v/s=7 TeV. The CMS experiment measured
[11] total cross-sections (o(W~ +c¢),0(W™* +¢)), absolute
and normalized differential cross-sections as a function of
the absolute value of the pseudorapidity of the lepton
from the W boson decay, and the cross-section ratio
R =0(W*+¢)/oc(W™+c¢) at a center of mass energy 7
TeV for the fiducial region defined, namely

Ph>25GeV, I/l <25, Il <2.1,
ph>25GeV, for W — pv,, (1)
plT >35GeV, for W— puv, and W — ev,.

There are two different transverse momentum cuts for the
charged lepton in the final state. When pl. > 25 GeV, we
only consider the muon decay channel (W — uv,) for W
boson; both muon (W — uv,) and electron (W — ev,) de-
cay channels for W boson are considered, when
ph>35GeV. This study is organized as follows: in Sec-
tion 2, we present our results for various latest PDF sets
and compare these with the CMS measurements of the
total cross-section, absolute and normalized differential
cross-sections, and ratios, as well as the correlation
between the CTI4NNLO PDFs and predictions for W+
charm data. In Section 3, we discuss the impact of the
CMS W+ charm production 7 TeV data to the CTI4NNLO
PDFs. In Section 4, we draw our conclusions.

2 Results

In this section, we present a detailed numerical study
of the pp » W+ c+ X process at the LHC at a center-of-
mass energy of 7 TeV at NLO order QCD using the
Monte-Carlo numerical calculation program MadGraph

[12] with CT1ONNLO [13], CT14NNLO [14], and
MSTW2008NNLO [15] PDFs. PDF uncertainties on the
theoretical predictions are given at the 68% confidence
level (C.L.). We calculate the total cross-section, differ-
ential (absolute and normalized) cross-sections, and the
cross-section ratio R¢=oc(W'+¢)/oc(W™ +c¢) with the
W — Iy decay (where [ = u or e). In our study, we use the
same kinematical cuts as the CMS detector at the LHC at
a center-of-mass energy of 7 TeV [11], that are given in
section 1; both the factorization and renormalization
scales are set to the value of the W boson mass
UR = uF = my; the charm quark mass is considered and is
set to 1.550 GeV; strong interaction coupling «; is set to
0.118, and for electro-weak parameters, the W boson
mass is set to 80.385 GeV; Fermi coupling is set to
1.166 x 10~ GeV~2; related CKM matrix elements are set
to as V¢ =0.225 and V =0.974; the mass of charged
light Ieptons is considered and set to m, = 0.511 MeV and
m,, = 105.658 MeV. At LO, the Feynman diagrams for the
hard scattering processes of the W+ charm production
pp — W+c+X are shown in Fig. 1. The main contribu-
tion for the cross-sections of W+ charm production comes
from strange quark and gluon scattering, the down-quark
contribution is strongly Cabibbo suppressed, and the con-
tribution from the bottom quark and gluon scattering is
negligible.

2.1 Total cross-section

The total cross-sections o(W*+¢) and o(W™ +¢) of
the production of a W boson in association with a charm
quark in pp collisions at 4/s =7 TeV at NLO QCD are
summarized in Table 1. PDF uncertainties are at 68%
confidence level (C.L.), that are obtained from the error
sets of CTIONNLO, CT14NNLO, and MSTW2008-
NNLO. The experimental measurements from CMS col-

s, d =7 — —
s, d ’ c S, d c C
c
g - - + +
w g % g w g w
Fig. 1. Possible tree-level diagrams at partonic level for W+ charm production.
Table 1. Total cross-section of o-(pp = W+c) X B(WW — Iy).
a(pp = W+c)X B(W — lv)/pb
PDF sets ph>25GeV ph > 35 GeV
6.6% 6.7%
CTI0NNLO 108.1708% 86.475 50,
7.1% 7.2%
CTI4NNLO 100.4*71% 80.1472%
21% 21%
MSTW2008NNLO 98.5+2 1% 787360
CMS 107.7 + 3.1% (stat.) = 6.4% (syst.) 84.1 +2.4% (stat.) £ 5.8% (syst.)
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laboration at the LHC at a center-of-mass energy of 7
TeV [11] are also included in this table. The comparison
between theory predictions based on various PDF sets
and experimental measurements are illustrated in Fig. 2.
The predictions obtained with the CTIONNLO PDFs are
in agreement with CMS measurements. The predictions
obtained with CT14NNLO agree with CMS measure-
ments within the uncertainty range. The prediction ob-
tained with MSTW2008NNLO is less favored. Those dif-
ferences in the size of the PDF uncertainties depend on a
different methodology, and the parametrization of the
s(x, Q) PDF used by different PDF sets.

Our MadGraph calculations of the d, d, s, and 5
quarks contributions (in pb) to the LO W+ charm total
cross-sections with NNLO PDFs for the leptonic decay
channel W — ev are shown in Table 2. The strange quark
contributes the most to this W+ charm production. With
regard to the parametrization of the strange-quark con-
tent of the proton, CTEQ-TEA and MSTW2008 PDF
groups make different assumptions in their global fits. In
CT10NNLO and CT14NNLO, the strange quark is para-
meterized symmetrically s =5, and in MSTW2008, it is
parameterized asymmetrically, s— 3+ 0. Hence, corres-
ponding theoretical predictions differ accordingly. For

P> 25 GeV, ™| <25

P; > 25 GeV, | < 2.1

CMS s =7 TeV

Total uncertainty

Statistical uncertainty

[
MadGraph prediction at NLO
—W¥— CT10NNLO
—— CT14NNLO

—l— MSTW2008NNLO

40 60 80 100 120 140
o(w + c) [pb]

Fig. 2.

MSTW2008, the production of W* +c¢ is slightly larger
than the W* +¢, as expected because of the s—5 asym-
metry. Because of the dominance of the d quark over the
d -quark in the proton, the production of W~ +c is larger
than W*+¢. The numbers in brackets correspond to
ph>35GeV.

2.2 Absolute and normalized differential cross-section

The absolute and normalized differential cross-sec-
tions are obtained by MadGraph using the same setup as
the CMS collaboration at the LHC and a center-of-mass
energy of 7 TeV. In Fig. 3 and Fig. 4, we compare the ab-
solute and normalized differential cross-sections in bins
of lepton pseudo-rapidity with CMS measurements. The
absolute and normalized differential cross-sections with
PDF uncertainty at 68% C.L. are summarized in Tables 3
and 4, and the CMS 7 TeV measurement with statistical
and systematic uncertainty is given in the last column.
There is good agreement between theoretical predictions
and measured distributions. The comparisons among pre-
dictions from various PDFs may lead to different conclu-
sions. For instance, the predictions based on CTI4NNLO
and MSTW2008NNLO PDFs are smaller than the predic-

P> 25 GeV, [ < 2.5

P\ > 35 GeV, | < 2.1

CMS {s=7TeV

Total uncertainty

Statistical uncertainty 1Y

—
MadGraph prediction at NLO

—W¥— CT10NNLO

—— CT14NNLO

—l— MSTW2008NNLO

20 40 60 80 100 120
o(w + ¢) [pb]

(color online) Comparison of theoretical predictions for total cross-section (W +c¢) computed with MadGraph using the

CT10NNLO, CT14NNLO, and MSTW2008NNLO PDFs with CMS measurements. The left figure contains the prediction for the
lepton from W boson decay with p!. >25 GeV, while the right figure is for the case p}. >35 GeV. The solid vertical line shows the
central value of the measurement, the inner error band corresponds to the statistical uncertainty, and the outer error band to the sum

in quadrature of the statistical and systematic uncertainties.

Table 2. LO contributions of d, d, s and § quarks to o"(pp — W +c)x B(W — Iv) within the kinematic region pJ;l > 25 GeV, || < 2.5, lepton pseu-

dorapidity range || < 2.1 and p[T >25(35) GeV.

Subprocess CT10NNLO

CTI14NNLO MSTW2008NNLO

Stg—o Wh+e 35.82(28.72)

d+g—W*+¢

32.85(26.28) 31.59(25.49)

2.33(1.89) 2.37(1.92) 2.43(1.96)
stg— W +c 35.85(28.78) 32.89(26.32) 32.49(26.15)
d+g— W +c 4.50(3.73) 4.58(3.78) 4.66(3.86)
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(color online) Comparison of theoretical predictions for differential cross-sections, do(W +c)/dlnl, as a function of absolute

value of pseudorapidity of lepton from W-boson decay, with CMS measurements. Theoretical predictions at NLO are calculated us-
ing MadGraph with CTIONNLO, CT14NNLO and MSTW2008NNLO PDFs. The left figure shows the predictions for the lepton
from W boson decay with p!. > 25 GeV, and the right with p!. > 35 GeV. Error bars on theoretical predictions show 68% C.L..

— ——— T T T
Ko}
o 0.8+ Py > 25GeV, ¥ <25 —
e L P, >25GeV, | <21
E-o L Wolv(l=pn) |
S~~~
— | 4
o

H¢ o
+ 0.6 90 = CMS \5=7 TeV
2 I e [ | |
b I:' Statistical uncertainty
2 i 00 © ]
o 0.4 .
+ L MadGraph prediction at NLO i
= | ¢ CT1ONNLO [ A
© | ¢ CT14NNLO |
= ¢ MSTW2008NNLO
— 0.2 .

e b b ]

0 0.5 1 1.5 2
|

Fig. 4.

5! T T T T I T T T T I T T T T I T T T T I
o 0.8F Py >25GeV, || <25
— | P, >35GeV, | <21 |
= Wolv(l=ep)
U - -
S~
—_~ L n
G 06
+ CMS V5=7 TeV
E | %0 o D Total uncertainty i
b I:' Statistical uncertainty
2 r 00 = 1
o 0.4f .
+ L MadGraph prediction at NLO i
= | ¢ CT10NNLO —gr T
© | ¢ CT14NNLO |
= ¢ MSTW2008NNLO
— 0.2r .
AR U B RS |

0 0.5 1 1.5 2
|

(color online) Comparison of theoretical predictions for normalized differential cross-sections, do(W +c)/codlyl, as a function of

absolute value of pseudorapidity of lepton from W-boson decay, with CMS measurements. Theoretical predictions at NLO are calcu-
lated using MadGraph with CTIONNLO, CT14NNLO and MSTW2008NNLO PDFs. The left figure shows the predictions for the
lepton from the # boson decay with p}. > 25 GeV, and the right with p}. > 35 GeV.

tions based on CTIONNLO PDFs, and PDF uncertainties
of CT14NNLO PDFs are much larger than the PDF un-
certainties of CTIONNLO and MSTW2008NNLO.

2.3 Charged cross-section ratio

We calculated total (o(W~ +¢),0(W* +¢)) and differ-
ential (absolute and normalized) cross-sections independ-
ently under the same conditions in Subsections 2.1 and
2.2. The CMS[11] collaboration introduced the charged
cross-section ratio,

_o(W"+0)
oW +o)

C

2

The advantage of using this ratio is that many of the
theoretical and experimental uncertainties can cancel. The
comparison of the total cross-section ratio and differen-
tial cross-section ratio with PDF uncertainty at 68% C.L.
with CMS data are shown in Fig. 5 and Fig. 6, the left
column corresponds to p). >25 GeV, and right one cor-
responds to pl. >35 GeV. The total cross-section ratio
and differential cross-section ratio are also summarized in
Table 5 and Table 6. From Tables 5 and 6, we see that the
total cross-section ratio, differential cross-section ratio,
and the associated PDF uncertainties are different for the
CT10, CT14, and MSTW2008 PDF sets. These differ-
ences arise from the parametrization assumptions in each
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Table 3.

CMS 7 TeV measurement with statistical and systematic uncertainty.

Theory predictions of differential cross-sections do-(pp — W +¢) x B(W — Iv)/d|i'| with PDF uncertainty at 68% C.L., last three column for

ph>25GeV
1| CT10NNLO CT14NNLO MSTW2008NNLO CMS measurement
[0,0.35] 65.7+51% 60.5+58% 59.2+23% 68.7+£3.9%+ 6.7%
[0.35,0.7] 62.8+52% 58.1%5%% 57.0%237% 59.9+4.2%+6.7%
[0.7,1.1] 56.9754% 52.6% %% 51.6732% 56.7+4.2% % 6.7%
[1.1,1.6] 46.8779% 43,8770 42.9%2-2% 448 +4.2%£7.1%
[1.6,2.1] 33978 32.0087% 3157250 35.144.8%+6.8%

ph>35GeV
4 CT10NNLO CT14NNLO MSTW2008NNLO CMS measurement
[0,0.35] 5347520 49.2+6%% 48.1723% 52.3+3.3%+6.1%
[0.35,0.7] 50.9+837 46.975:2% 46.172:3% 492+3.3%+6.1%
[0.7,1.1] 45.7758% 422770 41.672:2% 45.5+3.3%+5.9%
[1.1,1.6] 37.1¥12% 34.5475% 34.0%22% 342+3.5%+6.1%
[1.6,2.1] 26.1%85% 24.6700% 2431500 26.6+3.8% + 6.4%

Table 4. Theory predictions of normalized differential cross-sections (1/0(W + ¢))do(W +¢)/d|n| with PDF uncertainty at 68% C.L., last column de-

picts CMS 7 TeV measurement with statistical and systematic uncertainty.

ph>25GeV
4 CTI10ONNLO CT14NNLO MSTW2008NNLO CMS measurement
[0,0.35] 0.607%)3:% 0.602*14% 0.601*07% 0.638+2.5% % 1.9%
[0.35,0.7] 0.581+0:9% 0.578*1-1% 0.578*03%% 0.556 £2.9% + 2.2%
[0.7,1.1] 0.527+03% 0.524%0-4% 0.524%03% 0.527+2.8%+2.1%
[1.1,1.6] 0.433+)3% 0.436+08% 0.435+0-3% 0416 £2.9% +2.2%
[1.6,2.1] 0.314%33% 0.318%3%% 0.320%]-3% 0.326+3.7% + 2.8%
ph > 35 GeV
4 CT10NNLO CT14NNLO MSTW2008NNLO CMS measurement
[0,0.35] 0.618%)37% 0.615%]3% 0.611%07% 0.622+2.1%+ 1.6%
[0.35,0.7] 0.589*0% 0.586713% 0.58570.%% 0.585 £2.4%+ 1.7%
[0.7,1.1] 0.529+04% 0.527+0-4% 0.528*030% 0.541 £22% % 1.7%
[1.1,1.6] 0.429%4% 0.431%0-0% 0.432%04% 0.407 % 2.5% + 2.0%
[1.6,2.1] 0.302%3 7% 0.307+335% 0.309*13% 0.316+3.2% +2.2%

global analysis. For example, the CT10 and CT14 PDF
sets assume s(x, Q) = 5(x, Q), cross-section ratios almost
exclusively are determined by the d—d asymmetry and
with a very small PDF uncertainty. In contrast, the
MSTWO08 PDF set assumes asymmetric strangeness
s(x, Q)—5(x, Q) #0, that yields a larger PDF uncertainty in
the prediction.

2.4 Correlation between the CT14NNLO and predic-
tions for W+ charm data

One way to determine the sensitivity of a specific data

point to some PDF f;(x,Q) at a given x and Q is to com-
pute a correlation cosine between the theoretical predic-
tion for this point and the PDFs of various flavors [16
—18]. Therefore, we will study the correlations between
CT14NNLO PDFs of various flavors at specific x and
each data point of CMS 7 TeV W+ charm production
with transverse momentum of the charged lepton from W
boson decay at the p). >35 GeV region. However, first
we briefly provide the definition of the correlation cosine.
If there are two variables X(a}) and Y(4}) in the paramet-
er space, where a; are the PDF parameters, then the cor-
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(color online) Comparison of theoretical prediction of total cross-section ratio o(W* +¢)/c(W~ +¢) for three different PDF sets
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Fig. 6. (color online) Comparison of theoretical prediction of differential cross-section ratio for three different PDF sets with CMS
data.
Table 5. Theoretical prediction of total cross-section ratio of (W™ +¢)/o"(W™ +¢)
oW +8)/ac(W™ +c¢)
PDF sets ph>25GeV ph>35GeV
0.3% 0.4%
CTI0NNLO 0.944+0:3% 0942755,
0.4% 0.4%
CT14NNLO 0.946104% 0.940+04%
2.2% 2.3%
MSTW2008NNLO 092022 0.916+23%
CMS 0.954 + 2.5% (stat.) = 0.4% (syst.) 0.938 +2.0% (stat.) = 0.6% (syst.)
relation cosine can be expressed as: where X*(a;) and X~ (a;) are computed from the two sets
S o of PDFs along the positive and negative direction of the i-
VX-VY . . .
cosp = ————, (3) th eigenvector. The quantity cos¢ characterizes whether
IVX|[VY]| the variables X and Y are correlated (cos¢ ~ 1), anti-cor-

where VX and VY are gradient of the variables X(a;) and
Y(a;). For X(a;), ith component of gradient vector is

R X 1
(VX)j= — =

2, F&X “(aj) - X (a)), 4

related (cos¢ ~ —1), or not correlated (cos¢ ~ 0).

Figure 7 shows the correlation cosine between each
data point and CT14NNLO PDF flavors at Q = 1.3 GeV
and Q0 =100 GeV. CMS 7 TeV W+ charm data contains
17 data points, and thus there are 17 lines for certain fla-
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Table 6. Theoretical prediction of differential cross-section ratio with PDF uncertainty at 68% C.L., last column depicts CMS 7 TeV measurement with

statistical and systematic uncertainty.

Pl >25GeV
4 CT10NNLO CT14NNLO MSTW2008NNLO CMS measurement
[0,0.35] 0.966%027% 0.977+02% 0.958*)2% 1.013£5.1% £ 0.5%
[0.35,0.7] 0.968%037% 0.962+03%% 0.953+)4% 0.960 % 5.5% % 0.5%
[0.7,1.1] 0.959%03%% 0.947+03%% 0.928*)%% 0.897 % 5.7% % 0.9%
[1.1,1.6] 0.935%03%% 0.935+0-3%% 0.898+28% 1.062 +5.7% + 1.3%
[1.6,2.1] 0.881% 0 0.818*] 2% 0.852%4- L 0.776 +7.5% = 2.1%
ph>35GeV
4l CT10NNLO CT14NNLO MSTW2008NNLO CMS measurement
[0,0.35] 0.966703;¢ 0.970%0 3% 0.955% 5% 0.993 +4.1% % 0.7%
[0.35,0.7] 0.968+0-2%% 0.957+0-3% 0.949+)4% 0.977 £4.0% % 0.7%
[0.7,1.1] 0.953%03% 0.947+03% 0.931+20% 0.927 £4.3% % 0.9%
[1.1,1.6] 0.931+0:3% 0.930%0-6% 0.892+3%% 0.948 £4.9% + 1.1%
[1.6,2.1] 0.877% 4% 0.882%]2% 0.836+20% 0.784 % 6.4% + 1.4%

vors in Fig. 7. Correlations of s(x,Q) PDF and g(x,Q)
PDF with each data point are given at the first row in Fig.
7. Correlations of u(x, Q) PDF and i(x, Q) PDF with each
data point are given at the second row in Fig. 7. Finally,
correlations of d(x,Q) PDF and d(x,Q) PDF with each
data point are given at the third row in Fig. 7. In each
subfigure, the correlation between one of the PDF fla-
vors with each data point is distinguished by different
type of line. Solid, long-dashed-dotted, dotted, short-
dashed, and short-dashed-dotted lines correspond to cor-
relation of differential cross-section, differential cross-
section ratio, normalized differential cross-section, total
cross-section and total cross-section ratio data, respect-
ively. As we discussed in Section 2, differential cross-
section, differential cross-section ratio, and normalized
differential cross-section data has included five data
points that are measured by five rapidity bin ranges. The
lines with a darker color correspond to the higher rapid-
ity bin range.

In the case of the total cross-section, differential
cross-section and ratio, s(x, Q) PDF correlations are most
significant (cos¢ ~ 1) at x from few times 1072 to few
times 107!, when Q = 1.3 GeV and Q = 100 GeV, respect-
ively. However, at other x range, the s(x, Q) PDFs correla-
tion is not very strong. There are no clear relations
between the rapidity bin range and correlation cosine,
however it can be seen from two subfigures at the first
row that each data point in various rapidity bins has a
strong correlation with s(x, Q) PDF at the x-region men-
tioned above. There is other information for the normal-
ized differential cross-section, which includes five data
points that are partially correlated and partially anti-cor-
related, and represented with each flavor, as illustrated in

each subfigure of Fig. 7 with five dashed-lines (red or
blue) that are inconsistent with other types of lines. Cor-
related data points prefer PDFs to become larger, and
anti-correlated data points prefer PDFs to become smal-
ler. Hence, the impact of normalized cross-section data
on PDFs is neutralized. Not considering the correlations
with normalized cross-section data, the d(anti) quark and
u(anti) PDFs are anti-correlated at x < 0.4 region, and
small at all x-regions when both Q = 1.3 GeV and Q = 100
GeV, which can be seen in subfigures in the second and
third rows of Fig. 7. Thus, those data points without nor-
malized cross-section data prefer d(anti) quark and u(anti)
PDFs to become smaller in the x < 0.4 region. Gluon's
correlation is likewise miniscule in the x-region, which
can be seen in the subfigures in the first row of Fig. 7.
One can conclude that CMS 7 TeV W+ charm data have
larger impact on s(x,Q) PDF in CT14NNLO than other
flavors.

3 Using EPUMP to study the impact of W+
charm data on CT14NNLO PDFs

The study cited in Ref. [19] presented a software
package, ePump (error PDF updating method package),
that can be used to update or optimize a set of PDFs, in-
cluding the best-fit PDF set and error PDFs, and to up-
date any other set of observables. Furthermore, Ref. [20]
and Ref. [21] cite some interesting further studies using
ePump. In this section, we use ePump to analyze the im-
pact of CMS 7 TeV W+ charm production measurements
on the CT14NNLO PDFs. To update CT14NNLO PDFs,
we use the CMS 7 TeV total cross-section (one data
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(color online) Correlation cos¢ between CT14NNO PDFs at the specific x value on the horizontal axis and CT14NNLO pre-

dictions at NLO for CMS 7 TeV W+ charm production at Q = 1.3 GeV(left panel) and 0 = 100 GeV(right panel).

point), differential cross-section (five data points), total
cross-section ratio (one data point) and differential cross-
section ratio (five data points), as well as combined data
sets and their NLO QCD predictions from MadGraph as
ePump inputs. CTI14NNLO+sig, CTI14NNLO+dsig,
CT14NNLO+R, CT14NNLO+dR, and CT14NNLO+Wc
in Figs. 8-9 are the ePump-updated PDFs by total cross-
section data, differential cross-section data, total cross-
section ratio data, differential cross-section ratio data, and
combined CMS 7 TeV W+ charm data. The weight factor
for each data is three in our ePump studies. A weight lar-
ger than one is equivalent to having more data points with
the same experimental uncertainties or, alternatively, to
reducing the experiment uncertainties by a factor of the

square root of the weight. In the combined data, we ex-
cluded the normalized differential cross-section data to
avoid double counting. After updating, the relative
changes in CT14NNLO ensembles are best visualized by
comparing their PDF error band and PDF ratio, in which
ratio plot is obtained by dividing the error set and best fit
of updated PDFs by the best fit of original CTI4NNLO
PDFs. In Figs. 8-9, we show the impact of W + ¢ data and
combined data on CTI4NNLO PDFs, namely, Comparis-
ons of CTI4NNLO PDF (light blue) and ePump-updated
PDFs CT14NNLO+sig (orange), CT14NNLO+dsig
(magenta), CT14NNLO+R (purple), CT14NNLO+dR
(green), and CT14NNLO+Wc(blue) at Q = 1.3 GeV (left
column) and Q=100 GeV (right column). Flavors
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Fig. 8. (color online) Comparison of 90% C.L. g(x,Q) PDF (first row) and s(x,0) PDF (second row) uncertainties from CT14NNLO
and CT14NNLO+sig, CT14NNLO+dsig, CTI4NNLO+R, CT14NNLO+dR, CTI4NNLO+Wec. Shaded area represents error bands of
CT14NNLO PDFs. The area between the solid line represents error bands of ePump-updated PDFs, which are distinguished by dif-
ferent colors, and the dotted line depicts the best fit PDFs. Both best fit PDFs and error bands are normalized to the corresponding
central CT14NNLO PDFs.

1.5 T T T T T T 1.2 T T T T T T
14k d(x,Q) at Q =1.3 GeV 90%C.L. E d(x,Q) at Q =100.0 GeV 90%C.L.
§ '3 1 2. ]
Z 12 { £~
< <
5 1.1 E 5
o 1.0 2 10
209F E 2
g 9 CTI4NNLO = CTI4NNLO
& 0.8F ——— CTI4NNLO+sig/CTI4NNLO E -2 —— CTI4NNLO+sig/CTI4NNLO
23 CTI4NNLO+dsig/CTI4NNLO = (0.9 CTI4NNLO+dsig/CTI4NNLO E
E 0.7 ——— CTI4NNLO+R/CTI4NNLO E E — CTI4NNLO+R/CTI4NNLO
CTI4NNLO+dR/CT14NNLO CT14NNLO+dR/CT14NNLO
0.6 —— CTI4NNLO+Wc/CTI4NNLO E — CTI4NNLO+Wc/CTI4NNLO
0.5 Etes . ! ! ! ! ! 0.8 Lo . ! ! ! !
10° 10* 107 107 10" 02 05 09 10° 10* 107 107 10! 02 05 09
X X
2.0 e T T T T T 1.5 promer T T T T T T
d(x,Q) at Q =1.3 GeV 90%C.L. 14F d(x,Q) at Q =100.0 GeV 90%C.L. E
; s 1 Su3}
Z % 1.2F 1
) 2 i
5 SN
° 1.0 o 1.0 ]
o ° E E
=] CTI4NNLO = 0.9 CTI4NNLO
~ ~—— CTI4NNLO+sig/CT14NNLO & 08F ——— CTI4NNLO+sig/CTI4NNLO E
= 0.5 CTI4NNLO+dsig/CTI4NNLO 4 o CTI4NNLO+dsig/CTI4NNLO
o —— CTI4NNLO+R/CTI4NNLO [a] 0.7F —— CTI14NNLO+R/CT14NNLO 1
A CTI4NNLO+dR/CTI4NNLO - CTI4NNLO+dR/CTI4NNLO
—— CTI4NNLO+Wc/CTI4NNLO 0.6 F —— CTI4NNLO+Wc/CTI4NNLO E
! ! ! 5 ! ! !

00 Lassnel 1 1 1 0 Lassnel 1 1 1
100 10 10° 107 . 10!t 02 05 09 10° 10 10° 107 . 10!t 02 05 09

Fig. 9. (color online) Comparison of 90% C.L. d(x,Q) PDF (first row) and d(x,Q) PDF (second row) uncertainties from CT14NNLO
and CT14NNLO+sig, CT14NNLO+dsig, CTI4NNLO+R, CT14NNLO+dR, CTI4NNLO+Wec. Shaded area represents error bands of
CT14NNLO PDFs. The area between the solid line represents error bands of ePump-updated PDFs, which are distinguished by dif-
ferent colors, and the dotted line depicts the best fit PDFs.
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8(x,0), s(x,0), u(x,Q), u(x,Q), d(x,0Q), and d(x,Q) are
shown. The PDF uncertainty bands are 90% C.L..

The change in g(x,Q) PDF mostly comes from the
differential cross-section data. The changes in the best fit
value and uncertainty of the ePump-updated g(x, Q) PDF
are visualized in the first row of Fig. 8, compared to
CT14NNLO PDFs. The central value of the updated
g(x, Q) PDF in the range 107! < x < 0.5 remains almost un-
changed, and it is increased slightly in the range
1072 <x< 107!, compared to CTI4NNLO for Q=1.3
GeV, whereas it is decreased by large factors for x < 1073
and x > 0.5. For Q = 100 GeV, the central value of the up-
dated g(x, Q) PDF in the range x < 0.5 remains almost un-
changed, and some variations of the best fit g(x, Q) in the
region x > 0.5 are observable. The g(x, Q) PDF is not effi-
ciently determined in very small and a very large x-re-
gions, however all remain within the error bands of the
PDFs. The error band of the updated g(x,Q) PDF is
slightly reduced in the range 1072 <x< 107! for 0 =1.3
GeV. In other regions, the updated g(x,Q) PDFs uncer-
tainty bands are comparable to that of CT14NNLO.

The s(x, Q) PDF is most sensitive to CMS 7 TeV W+
charm data. Total and differential cross-section data are
responsible for most of the changes in central values and
uncertainties of the updated s(x, Q) PDF. The changes in
the central value and uncertainty of the ePump-updated
s(x,Q) PDF is visualized in the second row of Fig. 8,
compared to CT14NNLO PDFs. After updating the PDF
by combined data, the best fit s(x,Q) PDF is increased
slightly in the region x < 0.4 for Q = 1.3 GeV. There is a
large change of the s(x,Q) PDF in the region x> 0.5 for
both Q0 =1.3 GeV and Q = 100 GeV, however well within
the error bands of PDFs.

The LO contributions of s, 5, d, d quarks to the W+
charm production cross-section are shown in Table 2. d
and d quarks contributions are significantly small relat-
ive to s and § quarks contributions, because dg —» W~ +¢
and dg — W' +¢ processes are suppressed by the CKM

matrix element. However, we cannot neglect d and d
quark contributions to the W+ charm cross-section, the d
quark contribution is about 11% of the W~ +¢ produc-
tions cross-section and the d quark contribution is about
6% of the W™+ ¢ productions cross-section. Therefore,
CMS 7 TeV W+ charm data can have an impact on both
d(x,0Q) and d(x,Q) PDFs. Fig. 9 shows the changes in
central values and uncertainties of the updated d(x, Q) and
d(x,0) PDFs for both Q=13 GeV and Q=100 GeV.
Most of the changes in d(x,Q) and d(x,Q) PDFs come
from total and differential cross-section data of CMS 7
TeV W+ charm production. After updating the
CT14NNLO PDFs by combined data, the error band of
d(x,Q) PDF is slightly reduced in the region 1072 <
x < 107! for both Q = 1.3 GeV and Q = 100 GeV. The best
fit d(x,Q) PDF decreased a little bit in this region. For
both 0 =1.3 GeV and Q = 100 GeV, the central value and
uncertainty of the ePump-updated d(x,Q) PDF are close
to that of CT14NNLO in the region x <0.5. The best fit
d(x,Q) PDF is increased significantly in the region
x> 0.5, however well within the error bands of PDFs.

At the LO, u quark does not contribute to the W+
charm production cross-section, however it does so bey-
ond the LO. In our ePump study, we employ the theoret-
ical prediction of the W+ charm production cross-section
at NLO QCD. Therefore, we compare the ePump-up-
dated PDFs via CMS 7 TeV W+ charm data and
CTI14NNLO PDFs to see the impact on u(x,Q) and
ii(x,Q) PDFs in CTI4NNLO for both 0 =1.3 GeV and
0 =100 GeV. We found that the central value and uncer-
tainties of the ePump updated u(x, Q) and a(x, Q) are al-
most unchanged.

In Fig. 10, we compared the s(x,Q) PDF from
CT14NNLO, and ePump-updated s(x, Q) PDF from com-
bined CMS 7 TeV W+ charm data with weights three and
ten. Fig. 10 shows that the s(x, Q) PDF error band greatly
decreases at x < 0.4 for 0 =1.3 GeV and Q=100 GeV
when the weight factor is increased from three to ten. The
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Fig. 10. (color online) Comparison of 90% C.L. s(x,Q) PDF uncertainties at 0 =1.3 GeV and Q0 =100 GeV from CT14NNLO and

CT14NNLO+Wc3 and CT14NNLO+Wc10 corresponding to s(x, ) PDF updated by combined CMS 7 TeV W+ charm data with

weight factors three and ten.
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best fit s(x,Q) PDF increases in the region x <0.1. At
large x, the best fit s(x, Q) PDF decreases significantly for
both O =1.3 GeV and Q=100 GeV, however remains
well within the error bands of PDFs.

Using ePump [19], we updated CT14NNLO PDFs.
One might want to know how the inclusion of the CMS 7
TeV W+ charm data in the global PDF fits would modify
the prediction and uncertainties for any other set of ob-
servables including the original observables that were

used for updating the CT14NNLO PDFs. ePump can also
directly update predictions and uncertainties for any ob-
servables after including new data. In Fig. 11, we com-
pare the predictions from CTI4NNLO PDFs and
CT14NNLO+Wc PDFs, obtained by updating the
CT14NNLO with the CMS 7 TeV W+ charm data using
ePump with CMS 7 TeV W+ charm data. Fig. 11shows
that the uncertainties decreased after the update, and the
predicted central value is also closer to the data.
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Fig. 11.
uncertainty at 68% C.L.

4 Conclusions

In this study, we calculated the total and differential
cross-sections and cross-section ratios using the Mad-
Graph up to O(e?) with a massive charm quark m, = 1.55
GeV for three NNLO PDF sets: MSTW2008, CT10, and
CT14NNLO. Subsequently, we compared the experi-
mental measurements of W+ charm production at /s =7
TeV at LHC. In our calculation, we use the same kin-
ematic cuts as experimental measurements: pJ;t >25GeV,
[P <2.5, and | <2.1 GeV, and two different trans-
verse momentum cuts plT > 25 GeV for the W — uv chan-

2

N

(color online) Comparison of data and theoretical predictions obtained from updated and original CT14NNLO PDFs, PDF

nel and p). >35 GeV for the W — uv and W — ev chan-
nels. In our calculation, both the factorization and the
renormalization scales are set to the value of the /¥ boson
mass, and a;(Mz) is set to the central value provided by
the respective PDF groups. Our results are summarized in
Tables 1 - 6 and in Figs. 2 - 6, where the central value of
the prediction and the PDF uncertainty are given. The
theoretical predictions from various PDFs agree well with
experimental measurements. However, there are some
differences depending on the PDFs used in the calcula-
tions. For example, wunlike the assumption in
MSTW20018 NNLO PDFs, the CT10 and CT14 assume
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s=75 in the proton, yielding to a total and differential
cross-sections ratio dominated by the d—d asymmetry.
The total and differential cross-sections are larger for the
W~ +c¢ production than for W* +c, because the former
process involves a d, whereas the latter involves d (sea)
antiquark. Hence, both total and differential cross-section
ratios are smaller than 1.0.

Fig. 7 shows that the observable from the CMS 7 TeV
W+ charm production has a strong correlation with the
strange (anti) quark PDFs, therefore these measurements
also provide a direct constraint on the strange (anti) quark

content of the proton.

Furthermore, using the ePump updating method, and
CMS 7 TeV W+ charm production data at lepton trans-
verse momentum p’T >35 GeV, we find that these data
sets mainly reduce the s(x,Q) PDF error band and in-
crease magnitude of its best fit in the x < 0.4 region for
both 0 =1.3 GeV and Q =100 GeV. In Fig. 11, we also
compare the predictions from CT14NNLO PDFs and
CT14NNLO+Wc PDFs.

We thank Tie-Jiun Hou for many helpful discussions.
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